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A12. Provisional Metrics for 
independent performance 
testing  

A12.1 Below we outline the list of metrics (in alphabetical order) for which we propose to 
calculate benchmarked thresholds as part of the independent performance testing if this 
were to form part of the minimum standards of accuracy. These would be used to evaluate 
the performance of technologies submitted for accreditation in all testing categories. 

A12.2 Accuracy, which measures how often a model correctly predicts the outcome by dividing 
the number of correct predictions (true positives and true negatives) by the total number 
of predictions, to determine the proportion of all classifications that were correct.  

A12.3 F1 Score, which is the harmonic mean of precision and recall and provides a single measure 
of a model’s accuracy that balances both false positives and false negatives. It is calculated 
as the product of precision and recall divided by the sum of precision and recall, multiplied 
by two. 

A12.4 False Negative Rate, which refers to the proportion of positive cases incorrectly predicted 
by a classification system as negative cases. In other words, the system predicts that the 
example is negative, and it is actually positive.  

A12.5 False Positive Rate, which refers to the proportion of negative cases incorrectly predicted 
by a classification system as positive cases. In other words, the system predicts that the 
example is positive, and it is actually negative.  

A12.6 Latency, which measures the time it takes for the technology to process one data unit and 
produce a classification result, calculated by the time taken to process a single unit of data 
from input to output.  

A12.7 Matthews Correlation Coefficient (MCC), which is the harmonic mean of precision and 
recall for both positive and negative classes and provides a single measure of a model’s 
accuracy that balances true positives, true negatives, false positives, and false negatives. 

A12.8 Precision, which measures the percentage of how many items that were predicted as 
‘positive’ are true positives.  

A12.9 Throughput, which measures the rate at which a system processes data to produce 
outputs over a specific period, calculated by the number of data units processed per unit of 
time.  

A12.10 True Negative Rate, which refers to the proportion of negative cases correctly predicted by 
a classification system. In other words, the system predicts that the example is negative, 
and it is actually negative.  

A12.11 True Positive Rate (Recall), which refers to the proportion of positive cases correctly 
predicted by a classification system. In other words, the system predicts that the example 
is positive, and it is actually positive. 
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A13. Data considerations for 
setting the minimum 
standards of accuracy 

A13.1 If independent performance testing were to form part of the minimum standards of 
accuracy, Ofcom or a third party appointed by Ofcom would need to obtain and maintain 
datasets suitable for testing different types of technology. 

A13.2 In this annex we set out our understanding of the data needed to conduct this testing, and 
our proposed approach (at a high level) to datasets.  

A13.3 We have included this detail here to support respondents in considering our core 
proposals. This is important given the central role of data testing in one of our proposed 
approaches. This annex covers the following: 

a) What data would need to be obtained for effective performance testing, and why. 

b) How data could be sourced.  

c) Properties of the data that may be relevant or desirable when sourcing data. 

d) Measures to reduce the risk that the testing data might have been previously used to 
develop and test the technologies. 

e) How data can be quality-assured and updated over time. 

Illegal and benign data 
A13.4 The minimum standards of accuracy against which technology would be accredited relate 

to the detection of terrorism and/or CSEA content. It therefore follows that if independent 
performance testing forms part of the minimum standards of accuracy, the data which 
technologies are tested against must include some terrorism and/or CSEA data, which we 
will refer to, collectively, as illegal data. It would also need to include other data, which we 
will refer to as benign data. 

A13.5 The illegal data is necessary to confirm and evaluate the technology’s capability to 
accurately detect such content, while the benign data acts as a control group, to evaluate 
the technology’s capability to distinguish between the two kinds.  

A13.6 We would expect the technologies that are being tested to be mainly operating in 
environments where there is predominantly benign data. This means the dataset that is 
used in any independent performance testing would ideally reflect that likely reality, 
meaning that Ofcom would have to consider whether the datasets would need to be 
imbalanced. We recognise that there is a low prevalence of terrorism and/or CSEA content 
on most services. However, when collating such datasets, Ofcom may still aim to include 
higher proportions of harmful data than would reasonably be expected for common use 
cases of relevant technologies, to reflect the need to test the primary capabilities of safety 
technologies in correctly detecting or classifying harmful data. 

A13.7 The illegal data in the dataset would be labelled according to the kinds of harm it relates 
to. The benign data should be representative of the presumed variation and respective 
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likelihood of a technology processing such data when deployed by a regulated online 
service. It should also, ideally, include a higher proportion of some specific kinds of benign 
data, such as if the data could be considered a near-neighbour of the illegal data.1 

Data collection 
A13.8 Ofcom would need to conduct further work to understand how relevant datasets could be 

sourced. We may consider collecting such datasets from a variety of sources, including 
publicly available datasets. We would do this by commissioning the collection of bespoke 
datasets from contractors with suitable expertise, and by using our information gathering 
powers. It will be more difficult to acquire some CSEA content from comparable sources, as 
much of it is illegal to hold unless specific legal defences apply, so the possession of such 
data may be unlawful for these kinds of data sources. In such circumstances Ofcom may 
seek to acquire datasets from law enforcement agencies through bespoke agreements.  

A13.9 When collecting data, Ofcom need to consider the data types, categories, and themes in 
those already collected and those considered. Unless otherwise required, we do not 
propose to identify any of the collected datasets. 

Data types 
A13.10 The concept of data types refers to distinct kinds of data that are grouped based on their 

format and how it is stored on an electronic medium. In the context of accrediting 
technologies, these types may include image, audio, video, text, URL, and hash.2  

Data categories 
A13.11 Data categories are classifications within a data type that distinguish data based on the 

nature and format of its content. They provide a mechanism to understand and categorise 
data in relation to its specific form or presentation. Data categories reoccur across datasets 
and types, further specifying the format, structure, or content of the data. This can include 
synthetic data created from other data. 

A13.12 We have provided examples of such data categories for different data types in Table A1, 
below. These are for illustrative purposes only and the existence or absence of any data 
category in these examples is not an indication as to whether Ofcom considers them 
relevant for its approach to accreditation.  

 
1 A near-neighbour of relevant content is content that shares some crucial, indicative characteristics with 
relevant content but is not relevant content itself. For example, pornographic content may be considered a 
near-neighbour of CSEA content, and religious content for some terrorism content. 
2 Metadata, which may be considered a data type of its own or a mix of others, is expected to be a lower 
priority in the first instance. Ofcom may conduct further work to explore the variety and variations of 
metadata. The data types URL and hash are content agnostic, and are not applicable to the subsequent 
sections on data categories, themes, and transformations. 
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for a withheld dataset,4 though Ofcom may need to conduct further work to understand 
residual limitations.5 

A13.19 To address the risk that a sub-sampled dataset will not be sufficiently free of bias, Ofcom is 
proposing the use of stratified sub-sampling. This approach divides the large data source 
into different strata before sub-sampling from each stratum in equal proportions. Data and 
dataset characteristics to define strata can be qualitative (for example, subsampling one 
stratum from a dataset where approximately 90% of images are pictures of religious 
content) and quantitative (for example, subsampling one stratum as only greyscale pictures 
from a dataset of CSEA content). All relevant kinds of data should be represented in the 
sub-sampled dataset. This also enables Ofcom to influence the quantity of data sampled 
from each stratum, such as when it is desired to increase the representation of certain 
near-neighbour data. 

Data quality assurance and updates 
A13.20 Data quality assurance is a critical step in data management, especially when data is 

sourced from third parties. We would expect to take reasonable steps to validate the 
data’s quality to assure its accuracy, reliability, and integrity. 

A13.21 When dealing with large datasets, it may not be feasible to inspect every single data item. 
In such cases, we would expect to inspect a random sample instead. If the sample passes 
the quality assurance process, we can reasonably infer that the rest of the dataset is also of 
sufficient quality. The choice of a suitable sampling method will depend on dataset 
properties, such as the kind of data, its labels, and whether it is organised in an existing 
data structure. We expect that one of the following sampling methods will usually be a 
suitable method: simple random sample, stratified random sample, cluster random 
sample, and systemic random sample.6 

A13.22 Various data validation checks can be used to assess the data quality. The selection of 
checks will depend on the kind of data and its intended use. Most datasets will be subject 
to multiple validation checks. The following are examples of validation checks Ofcom may 
consider, depending on the kind of data and its intended use:  

a) File type check: This ensures that the data is of the expected type, such as text string, 
image (e.g., .jpeg) or video (e.g., .mp4).  

b) Format check: This validates that the structure inside a file is as expected, such as 
ensuring that where multiple individuals participate in a text-based conversation, each 
participant has a unique label and each message exchanged is labelled correctly.  

 
4 A ‘withheld’ dataset refers to a set of data that is intentionally kept separate and not used during technology 
development, but reserved for later use to evaluate the technology’s performance and ensure it generalises 
well to new, unseen data. 
5 For example, where Ofcom might be unable to acquire several datasets of content from which it could 
subsample, such as for indecent images of children, it may affect the reliability of testing technologies to 
detect unknown harmful content which may have been trained on large parts of the same data. One avenue to 
mitigate such impacts could be through additional testing prior to issuing a Technology Notice on data 
collected after a technology was submitted for accreditation. 
6 A simple random sample gives every data item an equal chance of selection; a stratified random sample 
divides the dataset into subgroups or strata and samples from each; a cluster random sample selects entire 
groups or clusters of data randomly; and a systematic random sample picks every nth data item after a random 
start. 
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c) Uniqueness check: This ensures that each data entry is unique and there are no 
duplicates. 

d) Correctness check: This verifies that the data is correct, often by validating expectations 
on the content of the data or comparing it to a known standard or benchmark.  

e) Consistency check: This ensures that the data is consistent across the dataset, meaning 
that it follows the same rules or conventions. 

f) Range check: This validates that the data falls within a specified range, such as file size 
or image dimensions.   

g) Distribution check: This ensures that the data matches expected patterns or statistical 
properties, such as where a dataset containing terrorist publications should contain 
certain minimum quantities of content related to different proscribed organisations. 

A13.23 The outcome of the data quality assurance may affect the number of samples we would 
take from a dataset. For example, there may be scenarios where a desirable characteristic 
in a dataset is represented in smaller quantity than anticipated or where data with the 
desirable characteristic is also prevalent in another dataset which has already been 
sampled from. 

A13.24 Over time, the datasets we use to test technologies against would need to be updated. 
First, as technologies evolve, new kinds of data will need to be processed by relevant safety 
technologies and thus will often need to be represented in relevant datasets used for 
testing those technologies. Second, as society evolves, the makeup of data typically 
prevalent on relevant regulated services will not only fluctuate within certain boundaries 
but also exhibit larger long-term shifts beyond those – a phenomenon also known as a 
domain shift. 

A13.25 Given the amount of time and resource needed for data collection and quality assurance, 
Ofcom will need to undertake these processes one data type at a time. It may also be 
necessary to have mixed-type datasets that include multiple data types. Typically, data 
items from the different type of data in these mixed datasets should be paired,7 such as 
memes, in which images and text are positioned together. Where a technology is capable 
of processing unrelated data of multiple types, it may be evaluated based on its 
performance on the corresponding single-type datasets. While we initially do not consider 
the creation of such mixed-type datasets would be a priority, we also do not preclude that 
we may create them in the future. 

 
7 In this context, ‘paired’ refers to the relationship between data items from different types of data within a 
mixed dataset, where each data item from each type of data is directly associated with another data item from 
another type of data within that mixed dataset. For example, a mixed dataset related to terrorism fundraising 
campaigns might have videos alongside text descriptions or calls to action, and each video in the mixed dataset 
should have at least one text associated, and vice versa. This is notwithstanding the fact that there may be 
additional datasets related to terrorism fundraising containing only videos or only text. 












