
 

Statement 

Published 24 April 2025 
 

Protecting children 
from harms online 
Volume 3: Assessing the risks of harms to 
children online 
 



 

 

Contents 

Section 

7. Our approach to governance and accountability............................................................... 3 

What decisions have we made about governance and accountability? ........................................ 3 

Why is governance and accountability important for the protection of children? ........................ 4 

8. Children’s Risk Assessment Guidance ................................................................................ 6 

Introduction .................................................................................................................................... 7 

Four-step risk assessment methodology ........................................................................................ 9 

Risk Level Table ............................................................................................................................. 16 

Evidence inputs ............................................................................................................................. 21 

‘Suitable and sufficient’ children’s risk assessment ..................................................................... 26 

Reviewing and updating a children’s risk assessment .................................................................. 31 

Age groups .................................................................................................................................... 35 

Non-designated content ............................................................................................................... 38 

Harm definition ............................................................................................................................. 40 

Overall conclusion and impacts .................................................................................................... 43 

 

  



 

3 

7. Our approach to governance 
and accountability  

7.1 In this volume, we lay out our approach to governance and risk management, which sits 
across this Statement on protecting children from harms online. In Section 8, we set out our 
decisions in relation to the Children’s Risk Assessment Guidance for Service Providers 
(Children’s Risk Assessment Guidance), which is published separately.  

7.2 Our decisions about the Governance and Accountability measures service providers should 
put in place to manage the risks they pose to children are set out in Section 11, which is 
included in Volume 4 together with the other measures in our Protection of Children Codes 
(the Codes). 

What decisions have we made about governance and 
accountability?  
7.3 Our regulatory products focus on improving children’s experiences online by putting risk 

assessment and continuous risk management at the heart of how service providers comply 
with the Online Safety Act 2023 (the Act). In particular: 

a) Our Protection of Children Codes include several Governance and Accountability 
measures incorporating principles of accountability, oversight, independence and 
transparency. Such structures are the foundation to sustain good risk management 
practices, helping services to identify and manage risks of harm online to children, and 
keep them under review. We consider that applying these measures will materially 
improve safety by design for children on services. Section 11 explains these Governance 
and Accountability measures and why we have chosen to include them in the Codes, 
while the measures themselves can be found in the Codes for user-to-user1 and search2 
services. 

b) Ofcom’s Children’s Register of Risks3 (Children’s Register) and Children’s Risk Profiles4  
(which service providers must consult) set out our sector-wide assessment of the causes 
and impacts of harm to children from content harmful to children. Section 4 explains 
the methodology we used when producing the Children’s Risk Profiles and the 
Children’s Register.  

c) Our Children’s Risk Assessment Guidance explains how we recommend providers 
comply with their duty to assess the risk of harm to children on their service. The 
guidance will support services to have an adequate understanding of the risks to 
children (taking account of our Children’s Risk Profiles), and identify any necessary 
measures to manage those risks. Section 8 explains our approach to the Children’s Risk 
Assessment Guidance.  

 
1 Protection of Children Code for user-to-user services 
2 Protection of Children Code for search services 
3 Children’s Register of Risks 
4 See Children’s Risk Assessment Guidance 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/codes-at-a-glance.pdf?v=395791
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/protection-of-children-code-of-practice-for-user-to-user-services-.pdf?v=395966
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/protection-of-children-code-of-practice-for-search-services.pdf?v=395675
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/childrens-register-of-risks.pdf?v=395790
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-protecting-children-from-harms-online/main-document/childrens-risk-assessment-guidance-and-childrens-risk-profiles.pdf?v=395454
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d) Our Record-Keeping and Review Guidance5 explains how service providers can comply 
with their duties to keep written records of their children’s risk assessments and the 
measures taken to comply with the safety duties. By outlining good practice in record-
keeping, it will support the accuracy of risk assessments and enable service providers to 
adhere to robust governance standards. Section 8 explains our approach to updating 
the Record-Keeping and Review Guidance. 

Why is governance and accountability important for 
the protection of children? 
7.4 As set out in our Children’s Register, children are experiencing a wide range of risks of 

harms on the services they can access.6 As with illegal content, service providers have 
duties under the Act to carry out a children’s risk assessment, to record details about how 
their children’s risk assessments are carried out, and to regularly review compliance with 
their safety duties and their duties in relation to complaints and reporting.7 

7.5 Governance and accountability complement the children’s risk assessment duties, and refer 
to integrated structures and processes within organisations to ensure adequate oversight of 
decision-making. They provide clarity of roles and responsibilities, and also incorporate 
effective reporting and review mechanisms. 

7.6 Governance is a fundamental part of ongoing risk management, and essential for a culture 
of safety by design. Organisational structures should ensure that the assessment of risk is 
conducted in a timely way to identify and manage risks as they happen, and on an ongoing 
basis. Service providers must also keep a record of this activity, including all relevant 
evidence that may have informed the assessment of risks identified on the service, and to 
keep this assessment under review. 

7.7 Well-functioning organisational governance and leadership will help service providers to 
understand and anticipate risks, to communicate them internally and to identify 
appropriate risk mitigations. This increases the likelihood of risks of harm to children being 
identified at the right time and at the correct levels of the organisation, helping to prioritise 
them appropriately and improve strategic decision-making. Such a culture of safety should 
also support proactive approaches, identifying whether risk mitigations or controls are 
working well and where risk is reviewed and addressed on an ongoing basis. 

7.8 The success of any system designed to identify and remedy risks depends on effective 
governance and accountability structures. For example, this can include having in place 
effective governance and accountability preparations to deal with the contexts that can 
lead to an increase in risks to children such as sudden spikes in content harmful to children. 
This is essential to future-proof services’ ability to address harms and review the 
effectiveness of measures designed to mitigate risks. 

7.9 As set out in the Children’s Risk Assessment Guidance, there may be some residual risks 
which require regular monitoring and management.8 We consider adequate oversight of 
risk management practices through effective governance to be key to this. Our Governance 

 
5 Record-Keeping and Review Guidance 
6 See Section 4 of the Children’s Register for more information. 
7 Sections 11, 12, 26 and 27 of the Act. 
8 See the Children’s Risk Assessment Guidance for more information. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/record-keeping-and-review-guidance.pdf
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and Accountability measures recommend that all services – no matter their size or what 
risks they have identified – have an individual accountable to the most senior governance 
body to be able to explain and justify actions or decisions regarding children’s online safety; 
this includes risk management and mitigation of all the risks identified in the most recent 
children’s risk assessment. Importantly, including those risks remaining after implementing 
the Codes. In addition, large services and smaller multi-risk services will need to track 
evidence of new and increasing kinds of content that is harmful to children.9 The Codes 
recommends providers of services that are both large and multi-risk to have a monitoring 
and assurance function to provide continuous independent assurance that measures taken 
to mitigate and manage the risks of harm to children are effective.  

7.10 In addition, service providers must take appropriate steps to keep their children’s risk 
assessment up to date, including when Ofcom makes a significant change to a Children’s 
Risk Profile. Providers must carry out a further children’s risk assessment before making any 
significant change to any aspect of a service’s design or operation, relating to the proposed 
change. 

7.11 Put together, our Children’s Risk Assessment Guidance and our Governance and 
Accountability measures in the Codes act together to ensure a culture of timely and safety-
focused risk management in organisations, which will act as a foundation to drive safer 
experiences online for children. 

 
9 By multi-risk services, we mean those that have identified a medium or high risk of harm to children arising 
from two or more specific kinds of content that is harmful to children in their children’s risk assessment. For 
further discussion of this, see Section 10: ‘Framework for Codes’. 
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8. Children’s Risk Assessment 
Guidance  

What is this section about? 

The Online Safety Act 2023 requires Ofcom to produce guidance for service providers to help 
them meet their children’s risk assessment duties: our Children’s Risk Assessment Guidance. 
In this section we summarise and respond to stakeholder feedback to our consultation and 
set out the decisions we have made in finalising the guidance.  

The purpose of the children’s risk assessment is to ensure service providers have an 
adequate understanding of the risk of harm to children presented by content harmful to 
children and the design and use of their service, so that they can take proportionate 
measures to manage and mitigate those risks (as required by the safety duties protecting 
children). 

What decisions have we made? 

Our Children’s Risk Assessment Guidance sets out a four-step risk assessment process for 
service providers to follow. This involves providers: (i) understanding content harmful to 
children they need to assess in their children’s risk assessment; (ii) assessing the likelihood 
and impact of risk of harm to children presented by content harmful to children on their 
service; (iii) deciding what measures to take to mitigate these risks; and (iv) reporting on, 
reviewing and updating the children’s risk assessment. 

Our guidance also explains what amounts to a ‘suitable and sufficient’ children’s risk 
assessment, and how a service provider should record their children’s risk assessment. It is a 
requirement that service providers keep their children’s risk assessments up to date, and we 
have set clear expectations regarding how providers may meet this duty. We have also 
provided guidance about what amounts to a significant change as a trigger to carry out a 
new children’s risk assessment. 

We have updated our guidance on how service providers should identify and assess the risk 
of harm presented to children by non-designated content on their service. We have 
additionally clarified our expectations for service providers around the duty to assess the 
user base, and to give separate consideration to children in different age groups, noting the 
relevance of different kinds of evidence on user age. 

Why have we made these decisions? 

The four-step methodology in our Children’s Risk Assessment Guidance will assist service 
providers in fulfilling their legal obligations to carry out a children’s risk assessment which is 
‘suitable and sufficient’. 

The risk assessment methodology is based on best practice approaches to risk assessments 
across a range of industries and incorporates all the elements of the children’s risk 
assessment duties. The evidence we have seen suggests that doing a good children’s risk 
assessment is critical to achieving good safety outcomes for children. In combination with 
our Governance and Accountability measures in our Protection of Children Codes, the 
guidance promotes a culture of timely and safety-focused risk management in organisations, 
which will act as a foundation to drive safer experiences online for children. 
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Introduction  
8.1 Ofcom has a duty to produce guidance to help service providers to comply with their duty 

to complete a children’s risk assessment.10  

8.2 Service providers must first carry out a children’s access assessment to understand if their 
service, or part of their service, is likely to be accessed by children.11 The duty to carry out a 
children’s risk assessment arises for user-to-user and search services, or parts of these 
services, that are likely to be accessed by children.12 We published our Children’s Access 
Assessments Guidance13 on 16 January 2025, which helps service providers to complete 
children’s access assessments.  

8.3 A children’s risk assessment must be done in addition to the illegal content risk assessment, 
as it is a separate legal requirement under the Online Safety Act 2023 (the Act). We 
published our Illegal Content Risk Assessment Guidance for Service Providers14 (Illegal 
Content Risk Assessment Guidance) on 16 December 2024 as part of our December 2024 
Statement on Protecting People from Illegal Harms Online15 (December 2024 Statement). 

8.4 Risk assessments are a critical part of the online safety framework, and securing a higher 
level of protection online for children than adults is one of the objectives of the Act. The 
adoption of good practice in risk assessment is fundamental for the industry culture change 
needed to put user safety at the heart of service design and decision-making. As the nature 
of harm online continually evolves, robust risk management processes should ensure 
service providers are able to quickly and effectively identify and respond to emerging risks 
on their services for users in the UK.  

8.5 Overall, the purpose of the children’s risk assessment is to ensure service providers have an 
adequate understanding of the risk of harm to children presented by content harmful to 
children and the design and use of their service, so that they can take proportionate 
measures to manage and mitigate those risks (as required by the safety duties protecting 
children). Our Children’s Risk Assessment Guidance for Service Providers (Children’s Risk 
Assessment Guidance) and our Governance and Accountability measures in our Protection 
of Children Codes (the Codes) act together to ensure a culture of timely and safety-focused 
risk management in organisations, which will act as a foundation to drive the necessary 
outcomes to protect children specifically. 

8.6 The Children’s Risk Assessment Guidance covers the children’s risk assessment duties for 
user-to-user services, set out in section 11 of the Act, and for search services, set out in 
section 28 of the Act. 

8.7 The Children’s Risk Assessment Guidance does not represent a set of compulsory steps that 
services must take. It is intended to assist services in fulfilling their legal obligations. We 
consider that following our guidance will put services in a strong position to comply with 
their duties.  

 
10 Section 99 of the Online Safety Act (the Act). 
11 Section 35(1) of the Act. 
12 Sections 11(1) and 28(1) of the Act. 
13 Children’s access assessments 
14 Risk Assessment Guidance and Risk Profiles 
15 Statement: Protecting people from illegal harms online 

https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/statement-age-assurance-and-childrens-access/childrens-access-assessments-guidance.pdf
https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/risk-assessment-guidance-and-risk-profiles.pdf?v=390984
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/statement-protecting-people-from-illegal-harms-online/
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8.8 We consulted on the draft Children’s Risk Assessment Guidance as part of our May 2024 
Consultation on Protecting Children from Harms Online16 (May 2024 Consultation). We 
have made some changes to the Children’s Risk Assessment Guidance following the 
consideration of responses to that consultation, and other stakeholder engagement, as well 
as ensuring it is aligned with other regulatory products, particularly the Illegal Content Risk 
Assessment Guidance.  

8.9 This section details the responses received to the May 2024 Consultation and outlines how 
we have reached our final decisions. We have set this out in the following structure:  

a) Four-step risk assessment methodology  
b) Risk Level Table  
c) Evidence inputs  
d) ‘Suitable and sufficient’ children’s risk assessment  
e) Reviewing and updating a children’s risk assessment  
f) Age groups  
g) Non-designated content  
h) Harm definition 

8.10 In these sub-sections, we address stakeholder feedback and any related decisions 
thematically. 

Interaction with Illegal Harms 
8.11 The requirements under the children’s risk assessment duties are in many ways similar to 

those for the illegal content risk assessment duties. Notwithstanding this, the two sets of 
duties are separate and have important differences that are reflected in our guidance.17 We 
provide a side-by-side comparison of these separate sets of duties in our Children’s Risk 
Assessment Guidance.18 

8.12 As stated in our December 2024 Statement, we have tried where possible to maintain a 
consistent approach between the two sets of guidance, while ensuring that each reflects 
the relevant duties in the Act. We consider that this approach will benefit providers in 
scope of both sets of duties, enabling them to apply risk management principles 
consistently to embed a culture of good governance at all relevant levels of the 
organisation.  

8.13 As part of this effort, we have taken account of relevant responses to our November 2023 
Consultation on Protecting People from Illegal Harms Online19 (November 2023 
Consultation) when finalising the Children’s Risk Assessment Guidance. Similarly, we took 
account of relevant responses to the May 2024 Consultation for the draft Children’s Risk 
Assessment Guidance20 when finalising the Illegal Content Risk Assessment Guidance for 
our December 2024 Statement. 

 
16 Consultation: Protecting children from harms online 
17 Illegal content risk assessment duties are set out in section 9 of the Act (for user-to-user service providers), 
and section 26 of the Act (for search service providers). Children’s risk assessment duties are set out in section 
11 of the Act (for user-to-user service providers), and section 28 of the Act (for providers of search services). 
18 See Appendix B: ‘Comparison of children’s and illegal harms risk assessment duties’ of the Children’s Risk 
Assessment Guidance. 
19 Consultation: Protecting people from illegal harms online 
20 Children’s Risk Assessment Guidance - Draft guidance for consultation 

https://www.ofcom.org.uk/online-safety/protecting-children/protecting-children-from-harms-online/
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/protecting-people-from-illegal-content-online/
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/284469-consultation-protecting-children-from-harms-online/associated-documents/a6-draft-childrens-risk-assessment-guidance-risk-profiles.pdf
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8.14 Additionally, we have carried across relevant changes from the published Illegal Content 
Risk Assessment Guidance into the final Children’s Risk Assessment Guidance, where both 
sets of guidance have the same underlying policy considerations, and where they received 
similar feedback, noting where we have taken this approach.  

Four-step risk assessment methodology 

Introduction 
8.15 Ofcom is required under the Act to produce guidance to assist service providers in 

complying with their children’s risk assessment duties.21 

8.16 At consultation we proposed the same four-step methodology as for the Illegal Content Risk 
Assessment Guidance, due to the following considerations: 22  

a) The similarities in the illegal content and children’s risk assessment requirements, as set 
out in the Act;  

b) The basis in best practice risk assessment principles, developed from relevant research 
and evidence from industry; and  

c) The likelihood that many service providers completing a children’s risk assessment will 
have also completed an illegal content risk assessment. 

8.17 This methodology was designed to be flexible, supporting the range of service providers in 
scope of these duties, and adaptable, for service providers to assess risks as they exist at 
the time of their risk assessment. 

8.18 The four-steps in the proposed risk assessment methodology were: 

a) Step 1: Understand the kinds of content harmful to children you need to assess.  
b) Step 2: Assess the risk of harm to children.  
c) Step 3: Decide measures, implement and record.  
d) Step 4: Report, review and update.  

8.19 The four-step methodology is designed to help service providers produce a ‘suitable and 
sufficient’ risk assessment23 24 and meet the requirements of the children’s risk assessment 
duties,25 and associated duties (such as those on record-keeping and review).26  

8.20 We also proposed the same key common concepts from risk management best practice, 
including assessing risk through a matrix of likelihood and impact, assigning a risk level for 
each kind of content harmful to children, and understanding residual risk after mitigation 
measures have been applied. We guided providers to consider risks as they exist at the time 
of the risk assessment cycle, taking into account the effectiveness of any existing controls 
already in place. 

 
21 Section 99(3) of the Act. 
22 See Volume 4 (Assessing the risks of harms to children online), sub-section ‘Detailed proposals: risk 
assessment methodology’ of the May 2024 Consultation, pp.51-61. 
23 Sections 11(2) and 28(2) of the Act. 
24 Where we use the term ‘suitable and sufficient’ in this section, we give it the meaning set out at paragraphs 
8.113 to 8.118. 
25 Sections 11 and 28 of the Act. 
26 Sections 23 and 34 of the Act. 
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8.21 Within each step, we set out specific activities to support services to meet their children’s 
risk assessment duties.27 These activities included taking account of Ofcom’s Children’s Risk 
Profiles, assessing non-designated content, and giving separate consideration to children in 
different age groups. These are all requirements within the Act.28 

8.22 As with the Illegal Content Risk Assessment Guidance, our children’s risk assessment 
proposals were supported by the Governance and Accountability measures proposed in our 
Protection of Children Codes.29 We recognised that good organisational governance 
structures and accountability are important in reinforcing a risk-based approach in business 
operation and decision-making. 

8.23 Many stakeholders were generally supportive of the proposed four-step methodology.30 
Many service providers who responded to our consultation on our proposed Illegal Content 
Risk Assessment Guidance, also showed full or partial support for the four-step 
methodology.31 However, some service providers criticised elements of our proposals, such 
as our treatment of inherent and residual risk, our approaches to safety by design, and to 
flexibility and proportionality. Some stakeholders also suggested further guidance 
resources.  

8.24 We have considered this feedback and have decided to retain the four-step methodology as 
part of our Children’s Risk Assessment Guidance. This is consistent with the decision taken 
in the published Illegal Content Risk Assessment Guidance from our December 2024 
Statement. We consider the four-step process is an effective means of assessing risk and 
that adopting it will confer significant benefits.  

8.25 We have carried across relevant changes to the guidance from the published Illegal Content 
Risk Assessment Guidance, where both sets of guidance have the same underlying policy 
considerations, and where they received similar feedback, noting where this is the case. We 
consider this approach will facilitate a consistent approach to risk management for 
providers of services in scope of both sets of duties. 

Stakeholder feedback and our response 
8.26 In the following sub-sections, we thematically address stakeholder feedback and any 

related decisions.  

 
27 Table 12.2 in Volume 4 of the May 2024 Consultation, pp.54-58.  
28 Sections 11(6) and 28(5) of the Act. 
29 We referred to the draft Protection of Children Codes as the draft ‘Children’s Safety Codes’ in our May 2024 
Consultation. 
30 5Rights Foundation response to May 2024 Consultation, p.6; Association of Police and Crime Commissioners 
(APCC) response to May 2024 Consultation, p.9; Federation of Small Businesses response to May 2024 
Consultation, p.4; Nexus response to May 2024 Consultation, p.10; Office of the Children’s Commissioner for 
England response to May 2024 Consultation, p.28; Parenting Focus response to May 2024 Consultation, p.18; 
Pinterest response to May 2024 Consultation, p.8; Scottish Government response to May 2024 Consultation, 
p.10; Skyscanner response to May 2024 Consultation, pp.7-8. 
31 LinkedIn response to November 2023 Consultation, p.4; Microsoft response to November 2023 
Consultation, p.4; []; []; Skyscanner response to November 2023 Consultation, p.8; Snap Inc. response to 
November 2023 Consultation, p.8. 
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Inherent and residual risk  
Summary of responses 

8.27 Some stakeholders suggested that the risk assessment methodology did not adequately 
support service providers to consider existing controls to manage risk as part of their 
assessment, resulting in an inaccurate picture of risk on their service.32 These stakeholders 
expressed concern that the proposed methodology focused too much on “theoretical” risks 
rather than risks “in practice” [].33 34 For example:  

• Wikimedia Foundation asked that service providers be able to “focus on areas where they 
are receiving complaints”, as opposed to “proving negatives” such as “an absence of 
complaints/risks.”35 

• [] and the Association for UK Interactive Entertainment (Ukie) highlighted the role of 
existing mitigation measures on services, asking that these “be considered prior to the 
assignment of the risk rating” (Ukie).36 

8.28 The draft Illegal Content Risk Assessment Guidance received similar feedback in the 
November 2023 Consultation.37 

Our decision 

8.29 Considering feedback suggesting that providers are able to focus their children’s risk 
assessment only on areas where they receive complaints, we have not made any changes. 
We note that it is a requirement of the Act for service providers to assess the level of risk 
presented to children by each kind of primary priority content,38 each kind of priority 
content,39 and non-designated content.40 41 Service providers will need to use appropriate 
evidence to demonstrate that their service presents a low or negligible risk to children for a 
particular kind of content.  

8.30 In response to the feedback regarding inherent and residual risk, we have clarified our 
guidance on the role of existing controls in the children’s risk assessment. As noted above, 
the draft Illegal Content Risk Assessment Guidance received similar feedback in response to 
the November 2023 Consultation, and equivalent changes were made in the published 
Illegal Content Risk Assessment Guidance. Our decisions and assessment of relevant 
stakeholder comments, which are consistent with what we said in the December 2024 
Statement on equivalent points, are outlined in the following paragraphs.  

8.31 Considering stakeholder feedback commenting that existing mitigation measures or 
controls did not feature sufficiently in the draft guidance, we have adjusted Step 2 to 
explain more clearly how service providers should consider existing controls as part of 

 
32 Association for UK Interactive Entertainment (Ukie) response to May 2024 Consultation, pp.18-19, 23-24; 
[]; Pinterest response to May 2024 Consultation, pp.10-11; []; Skyscanner response to May 2024 
Consultation, pp.8-9. 
33 Residual risk refers to the level of risk exposure after appropriate measures are implemented. 
34 [] 
35 Wikimedia Foundation response to May 2024 Consultation, p.11. 
36[]; Ukie response to May 2024 Consultation, p.19. 
37 []; eBay response to November 2023 Consultation, p.3; [] []; techUK response to November 2023 
Consultation, pp.11-12; Ukie response to November 2023 Consultation, p.7. 
38 Primary priority content is defined in section 61 of the Act. 
39 Priority content is defined in section 62 of the Act. 
40 Sections 11(6) and 28(5) of the Act. 
41 Non-designated content is defined in section 60(2)(c) of the Act. 
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assigning a risk level to content harmful to children. With this adjustment, we are clarifying 
that the risk assessment should be an assessment of risk as it exists at the point in time of 
the service provider’s assessment cycle. Service providers must then identify relevant safety 
measures recommended from the Codes to implement. 

8.32 We have also updated the Risk Level Table to place more emphasis on evidence of the 
amount of content harmful to children on a service or of associated harm to children, and 
to clarify how evidence regarding existing controls on the service might affect the level of 
risk to children.  

8.33 Additionally, we have made changes to the Record-Keeping and Review Guidance for both 
the illegal content risk assessment and children’s risk assessment, to make clear that service 
providers should include in their records of risk assessments how existing controls have 
affected the risk levels assigned to content harmful to children.42  

8.34 With these changes, we note that the four-step methodology aims to help service providers 
determine the level of risk to children as it exists at the time of the assessment, and after 
considering any existing controls. In Step 1, we lay out how service providers should consult 
the Children’s Risk Profiles43 to understand the inherent risks associated with the 
functionalities and characteristics of their service. In Step 2, we guide service providers to 
consider, using relevant evidence, how any existing controls and the service’s design and 
use affect the level of risk to children. This evidence should show that controls in place at 
the time of the risk assessment are effective, and demonstrably reduce the risk of harm to 
children. 

8.35 Our final Children’s Risk Assessment Guidance makes clear that service providers should 
take an evidence-based approach to demonstrate the effectiveness of any existing controls. 
Service providers should consider existing systems and processes to accurately make 
assessments about risk, but should use evidence to support their conclusions, so as to not 
underestimate risk and misapply the safety measures recommended in the Codes.  

Approach to safety by design 
Summary of responses 

8.36 Responses from stakeholders, namely civil society stakeholders and in particular the Online 
Safety Act Network (OSA Network), raised concerns about the methodology, particularly 
the approach to safety by design.44 Some stakeholders commented that the methodology is 
not proactive, and wanted to ensure that risk assessments and safety mitigations are 

 
42 See Volume 1, sub-section ‘Record-keeping and review guidance’ of the December 2024 Statement. 
43 See the sub-section ‘Children’s Risk Profiles’ in the Children’s Risk Assessment Guidance. 
44 5Rights Foundation response to May 2024 Consultation, p.3; Common Sense Media response to May 2024 
Consultation, p.5; Family Online Safety Institute response to May 2024 Consultation, p.18; Internet Watch 
Foundation response to May 2024 Consultation, p.5; Microsoft response to May 2024 Consultation, p.6; []; 
Molly Rose Foundation response to May 2024 Consultation, p.2; National Society for the prevention of Cruelty 
to Children (NSPCC) response to May 2024 Consultation, p.22; Office of the Victims’ Commissioner for England 
and Wales response to May 2024 Consultation, pp.6, 9; Office of the Children’s Commissioner for England 
response to May 2024 Consultation, pp.26-27, 32-33; OSA Network response to May 2024 Consultation, p.62-
63; Samaritans response to May 2024 Consultation, p.4; UK Safer Internet Centre (UKSIC) response to May 
2024 Consultation, pp.3-4. 
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deployed at every stage of the product development lifecycle, including early-stage 
interventions such as product testing.45 

8.37 OSA Network argued that services should carry out “suitable and sufficient product testing” 
during the design and development of functionalities and algorithms, writing that the 
“results of this product testing should be a core input to all services’ risk assessments”.46 
The Scottish Government argued that it is “crucial that online services carry out full risk 
assessments when introducing new products, features or functionalities.”47 

8.38 In addition, some stakeholders were concerned that not all risks identified in the risk 
assessment will be addressed by corresponding measures in the Codes.48 In particular, the 
OSA Network pointed out that there is no requirement for service providers to mitigate all 
harms identified in the risk assessment, and the National Society for the Prevention of 
Cruelty to Children (NSPCC) noted that providers can choose whether to identify additional 
measures to address risk remaining after our proposed Codes.49 

8.39 The Office of the Children’s Commissioner for England said it was concerned that the risk 
assessment process did not consider “how effective it has been”. It suggested the process 
include a measure which considers “how much safer a platform is as a result of the risk 
assessment.”50 

8.40 Stakeholders also raised concerns that the proposed Children’s Risk Assessment Guidance 
focused too heavily on process over outcomes, and was overly influenced by existing 
service practices in determining what a good-quality risk assessment should look like.51 

Our decision  

8.41 After considering this feedback, we have decided to retain our existing approach to the 
four-step risk assessment methodology. 

8.42 We have not made any changes in response to feedback on the role of product testing. 
Specifically, we have retained product testing as an enhanced evidence input, for use by 
providers of services that are large, those that have complex risk environments, and those 
who are unable to come to conclusions on risk using the core inputs alone. We consider it 
would not be proportionate to recommend the use of product testing for all services in 
scope of the children’s risk assessment duties (by making it a core input), due to the variety 
of resources and expertise available across the range of services in scope.  

 
45 Molly Rose Foundation response to May 2024 Consultation, pp.12-13; NSPCC response to May 2024 
Consultation, pp.20-21; Office of the Children’s Commissioner for England response to May 2024 Consultation, 
pp.29-30; OSA Network response to May 2024 Consultation, pp.60, 24; Scottish Government response to May 
2024 Consultation, p.9. 
46 OSA Network response to May 2024 Consultation, p.5. 
47 Scottish Government response to May 2024 Consultation, p.9. 
48 5Rights Foundation response to May 2024 Consultation, p.6; Internet Watch Foundation response to May 
2024 Consultation, p.3; Marie Collins Foundation response to May 2024 Consultation, p.2; Molly Rose 
Foundation response to May 2024 Consultation, p.2; NSPCC response to May 2024 Consultation, p.22; OSA 
Network response to May 2024 Consultation, p.6; UKSIC response to May 2024 Consultation, p.27; Violence 
against Women and Girls response to May 2024 Consultation, p.4. 
49 NSPCC response to May 2024 Consultation, pp.21-22; OSA Network response to May 2024 Consultation, p.6. 
50 Office of the Children’s Commissioner for England response to May 2024 Consultation, pp.26-27. 
51 Office of the Children’s Commissioner for England response to May 2024 Consultation, pp.10, 26-27; 
Microsoft response to May 2024 Consultation, p.6; OSA Network response to May 2024 Consultation, p.60; 
Samaritans response to May 2024 Consultation, p.7. 
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8.43 Furthermore, we note that all service providers have a duty to carry out a new children’s 
risk assessment before implementing a significant change to the service (related to that 
proposed change).52 This includes the introduction of new features or functionalities, and 
updates or alterations to existing features or functionalities, that are likely to impact a 
significant proportion of the service’s child user base.53 We consider that our guidance on 
this duty encourages service providers to proactively consider the impact that their 
service’s design has on risk of harm to children from the beginning of the product lifecycle.  

8.44 In response to other feedback, we have made some changes to clarify our policy intent. In 
response to feedback on measuring safety improvements as a result of the children’s risk 
assessment, and feedback around risks remaining after the implementation of Codes, we 
have updated Step 4 of the guidance to ask services to monitor the effectiveness of safety 
measures at reducing the risk of harm to children, including taking into account the role of 
any controls in place, as well as the level of risk exposure after appropriate measures are 
implemented. As discussed in Section 11, we have also made changes to our Governance 
and Accountability measures. 

8.45 These changes clarify the essential link between conducting a children’s risk assessment 
and keeping continuous oversight over it. We expect service providers to monitor and 
understand any risks of harm to children that remain after implementing the Codes.54 So 
service providers should be aware of, and actively monitor and manage as appropriate, the 
risks identified in the children’s risk assessment, including those remaining after 
implementing the recommended safety measures in the Codes. This is outlined in Step 3 of 
our Children’s Risk Assessment Guidance. 

8.46 In this way, the Governance and Accountability measures in the Codes complement the 
children’s risk assessment duty so that service providers develop and operationalise 
organisational structures and processes to identify, understand and anticipate risks; 
communicate them internally; and apply appropriate risk mitigations. In adopting such 
practices, service providers will have in place formalised accountability, reporting and audit 
processes for managing risks identified in their children’s risk assessments.  

8.47 To summarise, we consider that our full package of guidance and Codes supports a safety 
by design approach. In combination, they recommend service providers have in place a 
comprehensive accountability process to identify, mitigate and manage risks of harm to 
children. The focus on child-specific risks will lead service providers to adapt, and over time 
improve, how they run their business operations to demonstrate that they design services 
that meet child user needs. The four-step methodology in our guidance will help providers 
to understand harms, assess risks, implement safety measures, and monitor and review 
impacts on their services. We consider these actions to be closely aligned with the 
principles of effective safety by design and timely risk assessment. 

 
52 Sections 11(4) and 28(4) of the Act.  
53 See the sub-section ‘Making a significant change to your service’ in the Children’s Risk Assessment Guidance. 
54 See Section 9: ‘Overview of Codes’ for further discussion of this point. 
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Flexibility and proportionality 
Summary of responses 

8.48 A variety of stakeholders commented on the flexibility and proportionality of the 
methodology, 55 with some stakeholders welcoming the flexibility of our approach for a 
range of service sizes and capabilities. Some smaller service providers asked for more 
flexibility to accommodate for limited resources,56 and some established service providers 
asked for more flexibility so that the children’s risk assessment can fit within their existing 
systems and processes.57  

8.49 Civil society organisations commented critically on our focus on proportionality in the 
guidance, noting that this could undermine the fulfilment of responsibilities by service 
providers.58  

Our decision 

8.50 We have not made any changes in response to these points of stakeholder feedback. We 
consider that our guidance appropriately guides service providers to the fulfilment of their 
children’s risk assessment requirements, acknowledging the breadth and variety of services 
in scope of these requirements while setting a higher bar for services that are large or have 
more complex risk environments. 

8.51 In response to feedback asking for greater flexibility in the Children’s Risk Assessment 
Guidance, we note that the guidance must cover the duties in the Act for children’s risk 
assessments. Where we have discretion over the fulfilment of these requirements, we 
consider that our guidance offers flexibility, where appropriate, for service providers to 
tailor their children’s risk assessments to their context and characteristics. It is not 
compulsory for service providers to follow every recommendation in the guidance, but 
doing so will put providers in a stronger position to comply with their duties.  

8.52 With regard to concerns about focus on proportionality, we note that it is important that 
our guidance supports all service providers to meet the children’s risk assessment duties, 
considering the range of in-scope services, and the resources available to them. Setting 
disproportionate expectations could lead to adverse effects, such as small, low-risk services 
withdrawing from the UK. We have concluded it is proportionate to set higher expectations 
for services that are large or have more complex risk environments, as reflected in our 
guidance on evidence inputs. 

 
55 []; Institution of Engineering and Technology response to May 2024 Consultation, p.6; Pinterest response 
to May 2024 Consultation, p.4; Skyscanner response to May 2024 Consultation, pp.7-8; Welsh Government 
response to May 2024 Consultation, p.7. 
56 APCC response to May 2024 Consultation, p.9; Federation of Small Businesses response to May 2024 
Consultation, p.4; Inkbunny response to May 2024 Consultation, p.9; Wikimedia Foundation response to May 
2024 Consultation, p.11.  
57 Google response to May 2024 Consultation, pp.13-14; LEGO Group response to May 2024 Consultation, p.2; 
Meta Platforms Inc. (Meta) response to May 2024 Consultation, p.12; []; Pinterest response to May 2024 
Consultation, p.8; Wikimedia Foundation response to May 2024 Consultation, p.11. 
58 Barnardo’s response to May 2024 Consultation, p.3; Canadian Centre for Child Protection (C3P) response to 
May 2024 Consultation, p.14; Christian Action Research and Education (CARE) response to May 2024 
Consultation, p.7; Molly Rose Foundation response to May 2024 Consultation p.12. C3P also raised this 
feedback in response to the November 2023 Illegal Harms Consultation. Source: C3P response to November 
2023 Consultation, p.8. 
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Further guidance 
Summary of responses 

8.53 Some stakeholders suggested further resources, such as case studies, or diagrams.59 Other 
stakeholders suggested more guidance on specific elements of the children’s risk 
assessment, including on when to use enhanced inputs, how to integrate risk factors, and 
on the structure of completed risk assessments.60 

Our decision 

8.54 In response to suggestions, we have introduced a number of additional resources in our 
guidance. We have added case studies for the Risk Level Table, and added additional 
guidance and tables to illustrate the proportion of risk factors that might be considered 
significant across harm types.61 We have also restructured the guidance to make it more 
accessible, in line with similar changes made to the Illegal Content Risk Assessment 
Guidance. The guidance now consists of three parts:  

a) Part 1 includes a summary of the risk assessment duties, and an overview of the four-
step risk assessment methodology. 

b) Part 2 includes further information to help service providers conduct their risk 
assessment. 

c) Part 3 includes detailed supporting information for the completion of each step in the 
four-step methodology. 

8.55 Additionally, we are providing an interactive Digital Support Service to support service 
providers in understanding and carrying out the children’s risk assessment process. 

Risk Level Table 

Introduction 
8.56 As part of their children’s risk assessment, service providers must assess the level of risk of 

harm to children presented by content harmful to children.62 As part of this, service 
providers should use the Risk Level Table to assign a level of risk (high, medium, low, or 
negligible) to each of the four kinds of primary priority content, each of the eight kinds of 
priority content, and for any kinds of non-designated content they identify for assessment. 
The risk level service providers assign to content harmful to children will impact the safety 
measures they are recommended to implement in our Protection of Children Codes. This is 
because the application of many codes measures are contingent on specific risk levels. 

8.57 In the draft guidance, we included a Risk Level Table to inform providers and promote 
consistency in the assignment of risk levels.63 The Risk Level Table identified various factors 
that may lead to a high, medium, low or negligible level of risk of harm to children from 
encountering a particular kind of content on a service. This included information from the 
Children’s Risk Profiles and other evidence inputs or service characteristics. It is not 

 
59 Federation of Small Businesses response to May 2024 Consultation, p.4; Ukie response to May 2024 
Consultation, p.23.  
60 Google response to May 2024 Consultation, p.20; Microsoft response to May 2024 Consultation, pp.6-8; 
Meta response to May 2024 Consultation, p.18; Ukie response to May 2024 Consultation, pp.25-26. 
61 See Children’s Risk Assessment Guidance, and Children’s Risk Profiles. 
62 Sections 11(6) and 28(5) of the Act. 
63 Table 4.4 of the draft Children’s Risk Assessment Guidance, pp.34-37. 
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intended to be definitive criteria, but rather as guidance to help service providers inform 
their assessments of levels of risk.  

8.58 Among other factors, the Risk Level Table referred to the child user base, including children 
in vulnerable groups. It stated that having more than 1 million monthly users who are 
children may be an indication of high impact; and for medium impact, it stated indicative 
values from 100,000 to 1 million monthly UK users who are children.64  

8.59 We received support from stakeholders for the Risk Level Table and Children’s Risk 
Profiles.65 However, some stakeholders criticised elements of our proposals, including the 
assignment of risk levels and thresholds for child user numbers. 

8.60 Having considered this feedback, we have decided to retain the Risk Level Table in the 
guidance, with minor changes, to help service providers assign risk levels for content 
harmful to children. This decision reflects the decision taken in the published Illegal Content 
Risk Assessment Guidance from our December 2024 Statement, as similar feedback was 
received, and we note the same considerations broadly apply. The minor changes are as 
follows:  

a) We have placed more emphasis in the Risk Level Table on evidence regarding relevant 
existing controls, and on evidence of content harmful to children.66 We have also given 
more emphasis to account for evidence of actual harm. For example, we have been 
explicit that evidence of a material amount of content harmful to children being present 
on a service is a strong indicator that the service is at least medium risk, and could be 
high risk.  

b) We have provided hypothetical examples for service providers to illustrate how to use 
the Risk Level Table.67  

c) We have also added language in the Risk Level Table to help service providers 
understand the role of the core and enhanced evidence inputs in assigning a risk level, 
including any risk factors from the relevant Children’s Risk Profiles. Service providers 
should consult all evidence necessary for them to understand the level of risk of harm 
to children on their service and point to this evidence in the record of their children’s 
risk assessment to support their conclusions. 

Stakeholder feedback and our response 
Assignment of risk levels 
Summary of responses 

8.61 The Office of the Children’s Commissioner for England suggested that Ofcom does not rely 
on the assignment of risk levels as the “central and defining element” of the risk 
assessment process. In particular, it noted that in addition to assigning levels for “individual 
pieces of content”, service providers should make a “broader assessment” of harm, for 

 
64 This is similar to the approach taken in the Illegal Content Risk Assessment Guidance, which refers to the 
total number of users as a factor that can influence the scale of impact of illegal content (given that the illegal 
content risk assessment duties relate to risk of harm to all UK users, whereas the children’s risk assessment 
duties relate to risk of harm to children). 
65 Meta response to May 2024 Consultation, p.13; Nexus response to May 2024 Consultation, p.10; Parenting 
Focus response to May 2024 Consultation, p.20; Trust Alliance Group response to May 2024 Consultation, p.2. 
66 See ‘Inherent and residual risk’ within the ‘Four-step risk assessment methodology’ sub-section. 
67 See ‘Further guidance’ within the ‘Four-step risk assessment methodology’ sub-section. 
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example, considering interaction of different types of content and their evolution over 
time.68 

Our decision 

8.62 We have considered this feedback and decided to retain our guidance on the assignment of 
risk levels to each particular kind of content harmful to children. We consider that our 
approach guides service providers to fulfilling the children’s risk assessment duties, and to 
assessing risks to children on their services.  

8.63 The Act requires assessment of the level of risk of harm to children presented by different 
kinds of content harmful to children. The assignment of level of risk is also important in 
guiding service providers to the corresponding Codes measures that we recommend, and 
the proposed scale (negligible, low, medium or high risk) is a common methodology found 
widely in best-practice risk management literature. 

8.64 The Act also includes in its definition of ‘harm’, situations where content is encountered in 
combination with other kinds of content.69 We address the treatment of this ‘cumulative 
harm’ in the sub-section ‘Harm definition’ of this section, but highlight here that service 
providers are required to consider the risks presented to children beyond that which is 
presented by individual pieces of content. 

References to child user numbers  
Summary of responses 

8.65 A number of stakeholders were critical of our approach of setting child user number 
thresholds for high and medium impact of harm, and additionally the specific numbers used 
for the thresholds.70 

8.66 While the NSPCC was supportive of basing the definition of high and medium on the size of 
the UK child population, and the Welsh Government was supportive of the approach that 
services with low numbers of child users could still potentially be high risk,71 other 
responses disagreed with elements of our proposals: 

• The Association of Police and Crime Commissioners (APCC) questioned “the impact and 
validity of the assessment process if the ages of users are not verified”.72 

 
68 Office of the Children’s Commissioner for England response to May 2024 Consultation, p.28. 
69 Section 234 of the Act. 
70 C3P response to May 2024 Consultation, pp.13-14; Google response to May 2024 Consultation, p.18; 
Inkbunny response to May 2024 Consultation, p.8; Internet Watch Foundation response to May 2024 
Consultation, p.5; Marie Collins Foundation response to May 2024 Consultation, p.2; Microsoft response to 
May 2024 Consultation, p.6; Molly Rose Foundation response to May 2024 Consultation, pp.13-15; Office of 
the Children’s Commissioner for England response to May 2024 Consultation, p.28; Office of the Victims’ 
Commissioner for England and Wales response to May 2024 Consultation, pp.9-10; [] Skyscanner response 
to May 2024 Consultation, pp.8-9; Wikimedia Foundation response to May 2024 Consultation, pp.6-7. 
71 NSPCC response to May 2024 Consultation, p.20; Welsh Government response to May 2024 Consultation, 
p.7. 
72 APCC response to May 2024 Consultation, p.9. 
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• Google, []and Microsoft disagreed that the number of child users on a service is a valid 
vector for harm.73 Similar feedback was raised in response to the November 2023 
Consultation.74 [.]75 

• X commented that it is important for services to understand how Ofcom interprets a 
“user”.76 

Our decision 

8.67 We have considered this feedback and have maintained our position that the number of 
children on the service can be a relevant factor to consider when assessing risk levels, 
consistent with our concept of ‘impact’, which includes the reach of harmful content on the 
service. We do not consider that responses identify a need to change the specific numbers 
referenced in the Risk Level Table. 

8.68 Considering responses that comment on the inclusion of child user numbers within the Risk 
Level Table, the guidance is clear that the table should not be applied mechanically, and the 
number of child users is not necessarily – by itself – a strong indicator of risk levels. A small 
service could pose significant risks to children, while some services used by many children 
could have characteristics and controls that mitigate risk effectively. 

8.69 Nevertheless, all else equal, the more children use a service, the more children can be 
impacted by content harmful to children on that service and therefore the higher the risk 
levels may be.77 This is consistent with our overall risk assessment methodology based on 
assessing impact and likelihood, which is grounded in risk management best practice.  

8.70 We expect service providers to assess this based on the best available evidence of the 
number of children. We consider the indicative values that we proposed, which are 
proportionately comparable but somewhat lower than those for the Illegal Content Risk 
Assessment Guidance, are consistent with a higher level of protection for children as 
required by the Act.  

8.71 We have explained in the guidance that, where there is uncertainty on user age because 
the underlying evidence is not sufficiently robust, service providers should consider that the 
true number of children (both overall and within specific age groups) using the service 
could be significantly higher than suggested by available evidence.78 

8.72 In response to X, a ‘user’ is defined in the Act.79 It does not matter whether a user is 
registered to use a service. For user-to-user services, it is not necessary for users to post or 
upload content – merely viewing (or otherwise encountering) user-to-user content on a 
service counts as actively using that service.80  

 
73 Google response to May 2024 Consultation, pp.18-19; Microsoft response to May 2024 Consultation, p.6; 
[] 
74 Google response to November 2023 Consultation, p.19; LinkedIn response to November 2023 Consultation, 
p.19; OSA Network response to November 2023 Consultation, p.88; [] 
75 [] 
76 X response to May 2024 Consultation, pp.1-2. 
77 This argument aligns with our approach to user number in the Illegal Content Risk Assessment Guidance, 
which was informed by international standards on user number and risk. See Volume 3 (How should services 
assess the risk of online harm?) of the November 2023 Consultation, p.57. 
78 See sub-section ‘Assessing the user base’ of the Children’s Risk Assessment Guidance.  
79 Section 227 of the Act.  
80 For further information on the definition of a ‘user’, refer to Section 10: ‘Framework for Codes’. 
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Proactive monitoring of content 
Summary of responses 

8.73 [].81 

Our decision 

8.74 Noting that that the Children’s Risk Assessment Guidance does not recommend proactive 
monitoring of content on a service, we have not made changes in response to the feedback 
[]. 

8.75 While there are similarities between the DSA (EU) and the Online Safety Act, there remain 
important differences, and service providers’ children’s risk assessments must meet the 
requirements of the Act. However, the Children’s Risk Assessment Guidance does not 
recommend service providers to proactively monitor content, but rather guides providers 
to accurately assess the risk of harm presented to children by content harmful to children 
on their service. This assessment should be supported by appropriate evidence, for 
example, retrospective analysis of incidents of harm, user complaints and reports, and 
evidence from existing controls such as insights from content moderation systems. 

Other factors associated with risk level 
Summary of responses 

8.76 We also received responses on the thresholds attached to different risk levels:  

• Ukie noted that it should be made clearer that an “isolated example” of the identified 
harm should not mean that harm is automatically labelled as medium or high risk.82 

• []83 

• []84 Relatedly, Ukie suggested that Ofcom recognise and align with the Pan-European 
Game Information system for assessing gaming service providers, regarding the number 
of risk assessments to be completed for games developers producing multiple games 
with similar risk profiles simultaneously.85 

• The Office of the Children’s Commissioner for England said it was concerned that the 
factors listed in the Risk Level Table (to determine the risk profile of a service) are 
optional, and services will have “the flexibility to diagnose their risk profile.”86 

Our decision 

8.77 In response to concerns that isolated incidences of content harmful to children on a service 
could result in a disproportionate assessment of risk, we have clarified the Risk Level Table 
to make clear that occasional occurrences of content harmful to children on a service does 
not necessarily mean the service is medium or high risk, provided there is limited scope for 
content harmful to children to impact child users or other children. 

8.78 We recognise that assessments of risk levels are context-specific. The Risk Level Table 
identifies factors which we consider make it more likely that a service poses a medium or 
high risk of harm to children. However, it is open for providers to conclude their services 

 
81 [] 
82 Ukie response to May 2024 Consultation, p.19. 
83 [] 
84 [] 
85 Ukie response to May 2024 Consultation, p.21. 
86 Office of the Children’s Commissioner for England response to May 2024 Consultation, pp.33-34. 
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are low risk – for example, if there is low occurrence of a kind of content harmful to 
children, or there is likely to be a limited impact to child users or other children – as long as 
they are able to justify their assessment with appropriate evidence. 

8.79 We have considered other points of feedback, but not made changes in response, as we 
consider that the guidance provided in the Risk Level Table is sufficient to support service 
providers to fulfil their legal duties under the Act. 

8.80 In response to [], we note that service providers have a duty to conduct a risk 
assessment of any service that is likely to be accessed by children, and that the risk levels 
assigned in the children’s risk assessment enable service providers to understand which 
recommended measures in the Codes are likely to be appropriate for their service. Service 
providers that recognise varying risks across parts of their service have the discretion to 
capture this detail within their children’s risk assessment, but should assign risk levels for 
their service as a whole.  

8.81 As noted by the Office of the Children’s Commissioner for England, service providers are 
not required to use the Risk Level Table to assess risk levels. However, they are required to 
assess the level of risk of harm to children presented by content harmful to children. Failure 
to do so, or to do so in a ‘suitable and sufficient’ way, may lead to Ofcom taking 
enforcement action. Our Online Safety Enforcement Guidance87 sets out how we will 
approach enforcement of the duties and requirements imposed under the Act and explains 
how we will exercise our enforcement powers. More information regarding enforcement, 
as well as the relevant Governance and Accountability measures which support the 
Children’s Risk Assessment Guidance, can be found in the sub-sections: ‘‘Suitable and 
sufficient’ children’s risk assessment’ and ‘Reviewing and updating a children’s risk 
assessment’ within this section. 

8.82 Specific comments in relation to impacts on service providers and rights assessment are 
dealt with in the sub-section ‘Overall conclusion and impacts’ at the end of this section. 

Evidence inputs 

Introduction 
8.83 Service providers need accurate and robust evidence to carry out a ‘suitable and sufficient’ 

children’s risk assessment. In general, the better the quality of the evidence service 
providers use, the more accurate the assessment of risks is likely to be, and the better 
placed they will be to protect children on their service. The kind of evidence inputs 
necessary will vary by service, by kind of content, and according to other factors. 

8.84 Our draft Children’s Risk Assessment Guidance helped service providers to identify the 
evidence inputs that they should use to assess risks of harm to children.88 

8.85 As in other parts of the guidance, we intentionally aligned with the approach to evidence 
inputs taken in the proposed Illegal Content Risk Assessment Guidance from the November 
2023 Consultation. We maintained that service providers consider ‘core’ and ‘enhanced’ 

 
87 Online Safety Enforcement Guidance 
88 See sub-section ‘What evidence to assess’ in Part 2 of the draft Children’s Risk Assessment Guidance, pp.43-
51. 

https://www.ofcom.org.uk/siteassets/resources/documents/online-safety/information-for-industry/illegal-harms/online-safety-enforcement-guidance.pdf
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evidence inputs, but did not propose that providers use the same evidence for both risk 
assessments.89  

8.86 We proposed a list of core evidence inputs (core inputs) which all service providers should 
consider,90 including Ofcom resources such as the Children’s Register of Risks.91 We added 
to the core inputs, including the findings of the illegal content risk assessment and 
children’s access assessment, and insights from content moderation systems. 92  

8.87 We proposed a list of enhanced evidence inputs (enhanced inputs).93 We explained that we 
would expect providers of larger services or those identifying several specific risk factors94 
for a kind of content harmful to children to use these. 95 We noted that some service 
providers may already hold enhanced inputs, but others should consider gathering them to 
improve their understanding of risks to children on their service. 

8.88 Stakeholders broadly supported the principle that core and enhanced inputs should inform 
a children’s risk assessment.96 However, some stakeholders expressed concerns, including 
on the scope for different inputs, and data protection and privacy concerns. 

8.89 Having considered stakeholder responses, we have decided to confirm the proposals we 
made in our May 2024 Consultation regarding core and enhanced inputs, with minor 
changes. This decision reflects those taken for the published Illegal Content Risk 
Assessment Guidance from our December 2024 Statement. 

8.90 We have carried across some relevant changes to the Risk Level Table from the published 
Illegal Content Risk Assessment Guidance, where policy considerations and feedback are 
similar:  

• We have added ‘evidence from existing controls’ to the core inputs, in responding to 
stakeholder feedback on inherent and residual risk.97 We have included ‘insights from 
content moderation systems’ under this input.  

• We have added to the descriptions of some inputs, specifically:  

o Using the findings of other internal risk assessment or audit processes; 

o Pointing service providers to specific resources that may help them consider the risk 
of content harmful to children for vulnerable users on their service; and  

o Including examples of metrics providers might gather to understand how algorithms 
on their service relate to content harmful to children. 

 
89 Tables 12.3 and 12.4 in Volume 4 of the May 2024 Consultation, pp.79-90. 
90 Table 4.1 of the draft Children’s Risk Assessment Guidance, p.24. 
91 See Section 4: ‘Children’s Register of Risks’. 
92 Services in scope of the children’s risk assessment and safety duties are required to establish some kind of 
content moderation function to comply with the children’s safety duties, though the nature, scope and 
maturity of these systems varies significantly between services. 
93 Table 4.1 of the draft Children’s Risk Assessment Guidance, p.24. 
94 From the Children’s Risk Profiles. 
95 See sub-section ‘Consider all relevant evidence’ of the draft Children’s Risk Assessment Guidance, pp.23-24. 
96 Microsoft response to May 2024 Consultation, p.7; Molly Rose Foundation response to May 2024 
Consultation, pp.14-15; NSPCC response to May 2024 Consultation, pp.20-21; Office of the Children’s 
Commissioner for England response to May 2024 Consultation, p.30. 
97 See sub-section ‘Four-step risk assessment methodology’ of this section. 
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8.91 We consider that these changes will clarify our expectations for service providers. See our 
Children’s Risk Assessment Guidance for our published list of evidence inputs.  

Stakeholder feedback and our response 
Core and enhanced inputs  
Summary of responses 

8.92 Molly Rose Foundation and the Office of the Children’s Commissioner for England disagreed 
that service providers can do a ‘suitable and sufficient’ risk assessment with only core 
inputs due to the quality and reliability of the core inputs proposed.98 The Office of the 
Children’s Commissioner for England said the core inputs will lead to a “retrospective 
assessment of risk” which will fall behind “emerging risks of harm”.99 

8.93 The Molly Rose Foundation, NSPCC, Office of the Children’s Commissioner for England, OSA 
Network and Scottish Government asked for some enhanced inputs to be included in the 
list of core inputs: for example, product testing for larger or multi-risk providers, or views of 
independent experts.100 

8.94 Some stakeholders suggested additional or different roles for external evidence inputs.101 
For example, some organisations asked for a greater role for service provider collaboration 
with representative organisations and child safety groups, or with children and young 
people directly.102 

Our decision 

8.95 We have considered responses commenting on the sufficiency of the core inputs and have 
decided to maintain the approach we proposed in the May 2024 Consultation. We remain 
of the view that for many service providers, consulting the core inputs to assess the level of 
risk from content harmful to children can be enough for them to conduct a ‘suitable and 
sufficient’ children’s risk assessment.  

8.96 Core inputs are intended to act as a minimum expectation of evidence for service providers. 
As such, they include evidence inputs that all service providers should be able to use – 
either because Ofcom produces them (i.e., the Children’s Register), or because the Act 

 
98 Molly Rose Foundation response to May 2024 Consultation, p.14; Office of the Children’s Commissioner for 
England response to May 2024 Consultation, p.27. 
99 Office of the Children’s Commissioner for England response to May 2024 Consultation, p.31. 
100 Molly Rose Foundation response to May 2024 Consultation, pp.12-15; NSPCC response to May 2024 
Consultation, pp.20-21; Office of the Children’s Commissioner for England response to May 2024 Consultation, 
p.31; OSA Network response to May 2024 Consultation, p.24; Scottish Government response to May 2024 
Consultation, p.9. 
101 APCC response to May 2024 Consultation, p.9; Barnardo’s response to May 2024 Consultation, p.25; 
Commissioner Designate for Victims of Crime Northern Ireland response to May 2024 Consultation, p.4; Global 
Network Initiative response to May 2024 Consultation, p.8; Molly Rose Foundation response to May 2024 
Consultation, pp.14-15; NSPCC response to May 2024 Consultation, pp.20-21. 
102 APCC response to May 2024 Consultation, p.9; Barnardo’s response to May 2024 Consultation, p.25; 
Commissioner Designate for Victims of Crime Northern Ireland response to May 2024 Consultation, p.4; Global 
Network Initiative response to May 2024 Consultation, p.8; Northern Ireland Commissioner for Children and 
Young People (NICCY) response to May 2024 Consultation, p.25; NSPCC response to May 2024 Consultation, 
p.21; Office of the Children’s Commissioner for England response to May 2024 Consultation, pp.31-32; Scottish 
Government response to May 2024 Consultation, p.9; Welsh Government response to May 2024 Consultation, 
p.7. 
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mandates that they gather them (e.g., for user-to-user services, user base information103). 
We also note that the examples included of core and enhanced inputs are not exhaustive, 
and services have discretion to use other or more specific evidence to support their 
assessments of risk. 

8.97 In response to feedback suggesting that certain enhanced inputs should be made core, or 
extended to all service providers, we reviewed the proposed lists of enhanced inputs.104 We 
have maintained the approach we proposed at consultation. The categories of core and 
enhanced inputs underpin a proportionate approach to the evidence for risk assessments. 
Extending the application of enhanced inputs would undermine this approach and place 
undue burden on providers of smaller or less risky services.  

8.98 Unlike the core inputs, enhanced inputs were drawn from industry practice bolstered with 
our own research and that of expert third parties.105 They are important in meeting our 
policy objectives by improving providers’ understanding of risks to children, in turn 
improving their mitigations for these risks and ensuring better safety outcomes.  

8.99 For providers of larger services, and those identifying multiple specific risk factors from the 
Children’s Profiles, enhanced inputs are important for completing a ‘suitable and sufficient’ 
risk assessment. We consider that it is proportionate as there is more likely to be a risk to 
children based on size, or on evidence in the Children’s Register about certain 
characteristics.  

8.100 However, we have clarified our expectation for all service providers to use enhanced 
evidence where this is available, and that we expect all providers to consider enhanced 
inputs if analysis with the core inputs leaves material ambiguity about their risk levels. 

Data protection and privacy concerns  
Summary of responses 

8.101 The Information Commissioner’s Office (ICO) noted it was “pleased that Ofcom makes clear 
that any use of users’ personal data will require services to comply with their obligations 
under UK data protection law”, adding that service providers should identify the minimum 
amount they need to fulfil their duties and ensure that personal data is anonymised or 
pseudonymised where possible.106  

8.102 However, some other stakeholders raised concerns about the approach taken to children’s 
data specifically in the proposed guidance:  

• Google raised concerns that requirements in the draft Children’s Risk Assessment 
Guidance have a “disproportionate impact on children’s privacy” and sought 
clarification that the guidance for service providers to use the “best available evidence” 
does not entail the collection of additional personal data beyond what is already 
available.107 

 
103 Section 11(6)(a) of the Act. 
104 Molly Rose Foundation response to May 2024 Consultation, pp.12-15; Office of the Children’s 
Commissioner for England response to May 2024 Consultation, p.30; OSA Network response to May 2024 
Consultation, pp.6, 24, 62; Scottish Government response to May 2024 Consultation, p.9. 
105 For a summary of the evidence see Table 12.4 in Volume 4 of the May 2024 Consultation, pp.85-90. 
106 ICO response to May 2024 Consultation, pp.17-18. 
107 Google response to May 2024 Consultation, pp.16-18. 
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• Yoti and Google raised concerns around the consideration of children in different age 
groups, commenting that the collection and analysis of data in order to do this would be 
“disproportionate” without “a clear commensurate reduction in risk” (Google).108 

8.103 The Illegal Content Risk Assessment Guidance received similar feedback in the November 
2023 Consultation.109 

Our decision 

8.104 We have not made any changes to our guidance on evidence inputs in response to this 
feedback, as we have maintained our position that service providers should use the best 
evidence available to them to complete the children’s risk assessment, whilst complying 
with their obligations under UK data protection legislation.  

8.105 We note the ICO’s support of our reference to UK data protection obligations. Regarding 
points on privacy from other stakeholders, we note that service providers are not expected 
to gather additional personal data on child users, beyond what is already available to them, 
to produce a ‘suitable and sufficient’ children’s risk assessment. 

8.106 In reference to responses reflecting concerns about data on child age, we observe that 
assessing the user base, including the number of children in different age groups, is a 
specific requirement of the children’s risk assessment duties.110 User data, where available, 
will help service providers to understand if particular groups, for example, certain age 
groups of children, are at risk. Service providers will have access to different inputs, and we 
recommend that they use the best information they have available to come to conclusions 
about risks. We encourage service providers to familiarise themselves with the data 
protection legislation, and to consult the ICO’s guidance on UK GDPR requirements and the 
Children’s Code.111 

Other feedback relating to evidence inputs  
Summary of responses 

8.107 Some stakeholders commented on the guidance around enhanced inputs:  

• Google and Microsoft commented on enhanced evidence: Microsoft asked for further 
guidance to help service providers know if they need enhanced inputs, while Google 
asked Ofcom to “remove the assumption that larger services are required to use 
enhanced inputs” regardless of other factors such as the nature or risk profile of the 
service.”112 

• The Office of the Children’s Commissioner for England suggested that services consider 
all enhanced inputs and provide justification for not having used a particular enhanced 
input in the risk assessment.113 

 
108 Google response to May 2024 Consultation, pp.16-18; Yoti response to May 2024 Consultation, pp.13, 25. 
109 Google response to November 2023 Consultation, pp.18-20; ICO response to November 2023 Consultation, 
pp.7-8. 
110 Section 11(6)(a) of the Act. 
111 ICO, UK GDPR guidance and resources; ICO, Age appropriate design: a code of practice for online services; 
ICO, ‘Likely to be accessed’ by children guidance. 
112 Google response to May 2024 Consultation, pp.15-16; Microsoft response to May 2024 Consultation, p.7. 
113 Office of the Children’s Commissioner for England response to May 2024 Consultation, pp.30-31. 

https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/childrens-information/childrens-code-guidance-and-resources/age-appropriate-design-a-code-of-practice-for-online-services/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/childrens-information/childrens-code-guidance-and-resources/likely-to-be-accessed-by-children/
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• Molly Rose Foundation raised concerns about service providers seeking to ‘game’ third-
party inputs and asked for Ofcom to provide additional guidance to mitigate this.114 

8.108 [].115 

Our decision 

8.109 We have considered this feedback and have decided to retain our approach to enhanced 
inputs in the guidance. We consider that the guidance we have provided is sufficient to aid 
service providers in making decisions about what evidence to use to assess risks to children 
on their service. Additionally, we have decided not to make a firm recommendation about 
how many of the enhanced inputs service providers should or should not use; we expect 
providers to exercise a degree of judgement about this and select the enhanced inputs that 
enable them to justify how they have made an accurate assessment of risk to children. 

8.110 We maintain our view that enhanced inputs are particularly relevant for providers of large 
services and those identifying multiple specific risk factors, as well as those with existing 
access to this information. Use of the enhanced inputs will enable such service providers to 
comprehend their more complex risk environments, to make robust evidence-based 
judgements of the risks to children on their services, and so to improve their ability to 
manage these risks.  

8.111 In response to feedback on concerns about the risk of service providers ‘gaming’ evidence 
inputs, we note that in carrying out the children’s risk assessment service providers must 
assess the risks to children to a ‘suitable and sufficient’ standard.116 Service providers need 
accurate and robust evidence to carry out the risk assessment, and to be confident in their 
conclusions about the level of risk assigned to content harmful to children. Children’s risk 
assessments that do not use accurate and robust evidence, or that try to deliberately game 
the evidence to lower their assessment of risk, would not be considered ‘suitable and 
sufficient’.  

8.112 In response to feedback in relation to listing evidence inputs, we note that the Act requires 
services to make and keep a written record of all aspects of every risk assessment, including 
details about how the assessment was carried out and its findings.117 The Record-Keeping 
and Review Guidance has been updated to set out what should be documented in the 
record of a children’s risk assessment.118 We state in this guidance that service providers 
should list the evidence and summary of reasoning they have used to assess risk of harm to 
children presented by content harmful to children.  

‘Suitable and sufficient’ children’s risk assessment 

Introduction 
8.113 The Act sets out that providers of services likely to be accessed by children have a duty to 

carry out ‘suitable and sufficient’ children’s risk assessments.119 We have produced 

 
114 Molly Rose Foundation response to May 2024 Consultation, pp.14-15. 
115 [] 
116 Sections 11(2) and 28(2) of the Act. 
117 Sections 23 and 34 of the Act. 
118 See the sub-section ‘Overall conclusion and impacts’ within this section, which covers the relevant changes 
to the Record-Keeping and Review Guidance for the children’s risk assessment record. 
119 Sections 11(2) and 28(2) of the Act. 
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Children’s Risk Assessment Guidance to support service providers to fulfil this duty. We 
intentionally aligned the approach with that taken for the Illegal Content Risk Assessment 
Guidance, as we consider similar policy considerations apply. 

8.114 In our May 2024 Consultation, we explained that ‘suitable and sufficient’ had two important 
components:120  

a) Services must ensure they complete all the relevant elements of a children’s risk 
assessment specified in the Act; and 

b) Services must carry out each of these individual elements to a standard that is ‘suitable 
and sufficient’ for their service in the context of its obligations under the Act. This 
involves using appropriate evidence to support any judgements service providers make 
about risk of harm to children. 

8.115 We made reference to these throughout the proposed guidance. Particularly, in Step 2 we 
outlined the evidence service providers should use to make a ’suitable and sufficient’ 
children’s risk assessment, including how they should consider children in different age 
groups. We also explained that due to the range of service providers in scope, what is 
‘suitable and sufficient’ could vary substantially by service. We said we expected that larger 
service providers, for instance, would need to use a wider range of inputs to understand the 
risk of harm to children on their service.  

8.116 Stakeholders supported elements of our approach to ‘suitable and sufficient’ children’s risk 
assessments.121 However, some stakeholders provided more critical feedback on elements, 
such as our alignment with other frameworks and the accountability of service providers. 

8.117 Having considered this feedback, we have decided to retain the approach we proposed in 
our May 2024 Consultation for a ‘suitable and sufficient’ children’s risk assessment, as we 
consider our guidance provides enough clarity for service providers to meet this duty. This 
reflects the decision taken in the published Illegal Content Risk Assessment Guidance. 

8.118 We have made minor changes to wording in the guidance to improve the clarity of 
expectations on service providers to meet this overarching requirement. These are covered 
in the following thematic sub-sections. 

Stakeholder feedback and our response 
Alignment with international frameworks  
Summary of responses 

8.119 A few stakeholders asked for alignment across international regulatory frameworks and 
requirements, 122 such as the Digital Services Act (DSA) (EU), where possible.  

8.120 Additionally, some responses suggested that we “acknowledge and endorse international 
frameworks on business and human rights” in the guidance (Global Network Initiative).123  

 
120 See Volume 4, sub-section ‘Detailed proposals: what constitutes a suitable and sufficient risk assessment’ of 
the May 2024 Consultation, pp.49-50. 
121 Office of the Children’s Commissioner for England response to May 2024 Consultation, p.26; Skyscanner 
response to May 2024 Consultation, pp.7-8. 
122 Microsoft response to May 2024 Consultation, p.6; Pinterest response to May 2024 Consultation, p.8; [] 
123 Global Network Initiative response to May 2024 Consultation, pp.8-9; NICCY response to May 2024 
Consultation, pp.27-30. Global Network Initiative also raised this feedback in response to the November 2023 
Consultation. Source: Global Network Initiative response to November 2023 Consultation, p.3. 
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8.121 The proposed Illegal Content Risk Assessment Guidance received similar feedback in the 
November 2023 Consultation. 124 

Our decision 

8.122 We have considered stakeholder responses on if the ‘suitable and sufficient’ criteria can be 
aligned to other international requirements and rights frameworks, and have decided to 
maintain our proposed approach. We consider our guidance about what constitutes a 
‘suitable and sufficient’ risk assessment provides enough clarity for service providers to 
meet this requirement.  

8.123 The draft Illegal Content Risk Assessment Guidance received similar feedback in response to 
the November 2023 Consultation. Our decisions and assessment of relevant stakeholder 
comments, which are consistent with what we said in the December 2024 statement on 
equivalent points, are explained in the following paragraphs.  

8.124 We considered responses on whether the ‘suitable and sufficient’ requirements could be 
likened to the standards required by other online safety frameworks, such as the DSA (EU), 
or international rights frameworks. The duty to produce a ‘suitable and sufficient’ children’s 
risk assessment is a distinct and crucial part of the Act, and the standard comes directly 
from the legislation. Ultimately, providers’ children’s risk assessments must meet the 
requirements of the Act. While there are similarities between the DSA (EU) and the Act, 
there remain important differences including the harms they cover, the role of risk profiles, 
and the use of data and information relevant to service users in the UK. This means that it is 
unlikely that a risk assessment produced solely for the purposes of the DSA (EU) would 
meet the ‘suitable and sufficient’ requirements in the Act without modification. 

8.125 Regarding responses suggesting that children’s risk assessments reference broader 
international frameworks, including those considering human or child rights, we note that 
our proposed Children’s Risk Assessment Guidance was drafted with consideration of 
evidence from international sources on human rights, and recommended evidence inputs 
that guide service providers to consider potential child rights impacts, which are retained in 
the final guidance document.125 In addition, service providers have flexibility to adapt the 
methodology to meet multiple standards, though they must demonstrate fulfilment of the 
Act’s requirements. 

Accountability of service providers 
Summary of responses 

8.126 Civil society organisations and public bodies raised concerns about how Ofcom will ensure 
that risk assessments meet the ‘suitable and sufficient’ criteria,126 and some asked for 
completed risk assessments to be made public.127 

 
124 LinkedIn response to November 2023 Consultation, p.4; Microsoft response to November 2023 
Consultation, p.4. 
125 See Volume 4, sub-section ‘Detailed proposals: risk assessment methodology’ of the May 2024 
Consultation, pp.52-53.  
126 APCC response to May 2024 Consultation, pp.8-9; Centre for Excellence for Children’s Care and Protection 
(CELCIS) response to May 2024 Consultation, p.8; []; Family Online Safety Institute response to May 2024 
Consultation, p.18; Parenting Focus response to May 2024 Consultation, pp.18, 31; Welsh Government 
response to May 2024 Consultation, p.7. 
127 Global Network Initiative response to May 2024 Consultation, p.9; Office of the Children’s Commissioner for 
England response to May 2024 Consultation, pp.29, 35. 
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8.127 For example, the UK Safer Internet Centre raised concerns around services conducting their 
own children’s risk assessments (as opposed to external audits), the APCC questioned how 
regulation of the children’s risk assessments would work, and the Centre for Excellence for 
Children’s Care and Protection (CELCIS) suggested that Ofcom take a role similar to the Care 
Inspectorate in Scotland, providing critical perspectives on completed children’s risk 
assessments.128 

8.128 []129 

Our decision 

8.129 We considered this feedback and have decided to retain our proposals on what constitutes 
a ‘suitable and sufficient’ children’s risk assessment, with minor changes.  

8.130 We have made improvements to the consistency of the language regarding what a ‘suitable 
and sufficient’ children’s risk assessment is and have signposted through the Children’s Risk 
Assessment Guidance to more clearly highlight this. These changes are in response to 
stakeholder feedback, but also to align with the published Illegal Content Risk Assessment 
Guidance, which made similar improvements in response to similar feedback. 

8.131 The Act requires providers of services likely to be accessed by children to carry out a 
‘suitable and sufficient children’s risk assessment’.130 The Children’s Risk Assessment 
Guidance will help providers conduct its children’s risk assessment to a ‘suitable and 
sufficient’ standard, so that they are specific to the service and reflect the risks on their 
service accurately. 

8.132 In addition to this, our Children’s Risk Assessment Guidance is supported by our 
Governance and Accountability measures, which are concerned with implementing good 
risk management processes across organisations.131 In particular:  

a) Measures PCU A1/PCS A1 state that service providers should conduct an annual review 
of their risk management in relation to all risks relating to content harmful to children, 
as identified in their children’s risk assessment, including risk that is remaining after the 
implementation of appropriate measures in our Protection of Children Codes.132 We 
recommend that this be undertaken by the most senior governance body in relation to 
the service, to ensure online safety risk management is embedded in decision-making 
and becomes part of the organisation’s approach to risk management. 

b) Measures PCU A2/PCS A2 state that all providers of user-to-user or search services 
likely to be accessed by children should name a person accountable to the most senior 
governance body for compliance with the children’s safety duties and the reporting and 
complaints duties.  

c) Measures PCU A4/PCS A4 state that service providers should have an internal 
monitoring and assurance function in place to provide independent assurance that 
measures taken to mitigate and manage the risks of harm to children identified in the 
latest children’s risk assessment are effective on an ongoing basis.133 

 
128 APCC response to May 2024 Consultation, pp.8-9; CELCIS response to May 2024 Consultation, p.8; UKSIC 
response to May 2024 Consultation, p.25. 
129 [] 
130 Sections 11(2) and 28(2) of the Act. 
131 See Section 11 of our Protection of Children Codes for our Governance and Accountability measures. 
132 See our discussion of Measures PCU A1 and PCS A1 in Section 11: ‘Governance and accountability’.  
133 See our discussion of Measures PCU A4 and PCS A4 in Section 11: ‘Governance and accountability’. 
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d) Measures PCU A5/PCU A5 state that service providers should track new or unusual 
increases in content harmful to children which Ofcom has specified in the Children’s 
Register and the Children’s Risk Profiles, including kinds of primary priority content, 
priority content and non-designated content that have not been previously identified by 
a service, using relevant information. Assessments of any identified trends or unusual 
increases in content harmful to children should be reported through governance 
channels. 

8.133 Regarding the public disclosure of children’s risk assessments, we note that the Act includes 
relevant requirements for some services:  

• Providers of Category 1 user-to-user services have a duty to summarise in their terms of 
service the findings of the most recent children’s risk assessment of a service (including 
as to levels of risk and as to nature, and severity, of potential harm to children);134 and 

• Category 2A search services have a duty to publish a summary of the findings of their 
most recent children’s risk assessment of a service (including as to levels of risk and as 
to nature, and severity, of potential harm to children).135  

8.134 Measures PCU G2 and PCS G2 in the Codes reflect these duties.136 The Act also specifically 
requires providers of Category 1 user-to-user services and Category 2A search services to 
provide Ofcom with a copy of written records of risk assessments, in full, as soon as is 
reasonably practicable.137 These should be sent to Ofcom’s dedicated email address (as 
published on our website at the time of submission) as soon as the children’s risk 
assessment, or any revision to it, is concluded.  

8.135 Our Online Safety Enforcement Guidance sets out how we will approach enforcement of 
the duties and requirements imposed under the Act and explains how we will exercise our 
enforcement powers. Decisions about whether to take enforcement action are made on a 
case-by-case basis having regard to our statutory duties and all matters that appear to be 
relevant, including the priority factors set out at paragraph 3.9 in the Online Safety 
Enforcement Guidance. 

8.136 Ofcom’s enforcement team will be assessing industry compliance with the children’s duties, 
including the risk assessment duties. We have already opened two enforcement 
programmes so far, to request illegal content risk assessment records (on 3 March 2025) 
and to look into measures being taken by file-sharing and file-storage services to prevent 
users from encountering or sharing child sexual abuse material (on 17 March 2025). We 
have strong enforcement powers at our disposal, including being able to issue fines of up to 
10% of qualifying worldwide revenue or £18m – whichever is greater – or to apply to a 
court to block a site in the UK in the most serious cases, and we will not hesitate to open 
investigations into individual service providers where we have concerns. 

 
134 Section 12(14) of the Act. 
135 Section 29(9) of the Act. 
136 See Section 12: ‘Terms of service and publicly available statements’ for more information on these 
measures. 
137 Section 23(10) and section 34(9) of the Act as applicable. Category 1 user-to-user services and Category 2A 
search services are services that Ofcom considers meet the applicable threshold conditions set out in 
regulations to be made by the Secretary of State under Schedule 11 of the Act and that are entered into a 
public register to be kept by Ofcom under section 95 of the Act. 
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Reviewing and updating a children’s risk assessment 

Introduction 
8.137 The Act sets out specific duties for providers of in-scope services to keep their children’s 

risk assessment up to date, including the circumstances in which they must carry out a new 
children’s risk assessment. 

8.138 These duties are:138 

a) A duty to take appropriate steps to keep a children’s risk assessment up to date, 
including when Ofcom makes any significant change to a children’s risk profile that 
relates to services of the kind in question; and 

b) Before making any significant change to any aspect of a service’s design or operation, a 
duty to carry out a further ‘suitable and sufficient’ children’s risk assessment relating to 
the impacts of that proposed change. 

8.139 In our May 2024 Consultation, we proposed guidance on how we expect service providers 
to meet these requirements. These recommendations were aligned with the draft Illegal 
Content Risk Assessment Guidance to support providers in scope of both sets of duties. 
Given the diversity of service providers in scope of the Act and the fast-moving nature of 
the technology, it is not possible for us to anticipate every single eventuality that could 
constitute a significant change. Therefore, we proposed principles-based guidance rather 
than specifying bright line rules.139 

8.140 We explained in the draft guidance that service providers have a duty to review their risk 
assessment if Ofcom makes a significant change to a relevant Children’s Risk Profile. Service 
providers also have a duty to carry out a new children’s risk assessment before 
implementing a significant change to any aspect of their service’s design or operation. We 
included examples in the draft guidance as to what might constitute a significant change. 140 
We noted that a proposed change might include that which impacts a substantial 
proportion of a service’s user base, for example, impacting the ages or volume of children 
likely to use the service.141 We emphasised that service providers should consider the 
number of children impacted when applying any of these principles.  

8.141 Some stakeholders praised elements of our proposals;142 however, some service providers 
raised concerns, particularly about the timing of risk assessment reviews, and about 
significant change. Having considered feedback, we have decided to retain our approach to 
reviewing and updating risk assessments, as proposed in the May 2024 Consultation, with 
some changes. This reflects the decision taken in the published Illegal Content Risk 
Assessment Guidance from our December 2024 Statement. 

 
138 Section 11(3) and (4) of the Act for user-to-user service providers and section 28(3) and (4) of the Act for 
search service providers. 
139 See sub-section ‘When to review and update your children's risk assessment’ of the draft Children’s Risk 
Assessment Guidance, pp.52-56. 
140 Table 6.1 of the draft Children’s Risk Assessment Guidance, pp.54-56. 
141 See sub-section ‘Carry out a new children’s risk assessment before making a significant change to your 
service’ of the draft Children’s Risk Assessment Guidance, pp.54-56. 
142 CELCIS response to May 2024 Consultation, p.7; Global Network Initiative response to May 2024 
Consultation, p.9; TikTok response to May 2024 Consultation, p.2. 
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8.142 We have made structural changes and small clarifications to clarify how service providers 
are expected to keep their risk assessment up to date. These changes are minor and will 
have limited impact on service providers beyond providing additional support to meet their 
duties. 

8.143 On significant change, we have made some changes to clarify our policy intent that are not 
in response to stakeholder feedback. We have drawn principles and examples from relevant 
parts of the children’s risk assessment duties,143 and we have decided to build on our draft 
guidance where understanding has developed since both our November 2023 Consultation 
and our May 2024 Consultation. Additionally, we have updated our guidance to providers 
regarding how they can use metrics to assess the role of algorithms on their service. 

8.144 We remain of the view that the proposed approach is appropriate, given the range of 
services in scope, and that the policy intent is to support service providers to come to their 
own conclusions about the potential impact of a proposed change. However, we have 
improved the clarity of the expectation for how service providers will meet these duties. 

Stakeholder feedback and our response 
Reviewing risk assessments: timing  
Summary of responses 

8.145 Some stakeholders supported our proposal that service providers review their children’s 
risk assessments at least every 12 months.144 A few stakeholders suggested greater 
flexibility in the initial implementation timeline for smaller businesses.145 

8.146 Academics and civil society organisations asked for a higher frequency of risk assessments 
to keep pace with technological developments.146 For example, the National Research 
Centre on Privacy, Harm Reduction and Adversarial Influence Online (REPHRAIN) stated that 
due to the “rapid changes in the digital environment”, services should update their 
assessment at least every 6 months.147 []148 The Marie Collins Foundation suggested that 
the guidance should require providers to repeat their risk assessments when new evidence 
suggests that a service’s mitigations are no longer effective.149  

8.147 Other stakeholders expressed concern over the frequency of annual reviews. [][]150 
[]151 [] 152. 

8.148 The draft Illegal Content Risk Assessment Guidance received similar feedback.153 

 
143 Sections 11(6)(a)-(h) and 28(5)(a)-(d) of the Act. 
144 CELCIS response to May 2024 Consultation, p.7; Global Network Initiative response to May 2024 
Consultation, p.9; TikTok response to May 2024 Consultation, p.2. 
145 Federation for Small Businesses response to May 2024 Consultation, p.4; []. 
146 C3P response to May 2024 Consultation, p.13; National Research Centre on Privacy, Harm Reduction and 
Adversarial Influence Online (REPHRAIN) response to May 2024 Consultation, p.10; []. 
147 REPHRAIN response to May 2024 Consultation, p.10. 
148 [] 
149 Marie Collins Foundation response to May 2024 Consultation, p.2. 
150 []; []. 
151 [] 
152 [] 
153 See Volume 1 (Governance and Risk Management) of the December 2024 Statement, p.34, for more detail 
on this feedback.  
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Our decision 

8.149 We have considered stakeholder feedback and have decided to maintain our position that 
the minimum review period for a children’s risk assessment should be at least once every 
12 months. We consider this is an appropriate cadence by which service providers can keep 
their assessment of risk of harm to children up to date, alongside other triggers, such as the 
duty to update the risk assessment before a significant change to the service.  

8.150 Service providers have a duty to keep their risk assessment up to date. For this duty, we 
consider that the same principles that underpin our guidance for illegal content risk 
assessments apply to our guidance for children’s risk assessments. 154 We consider that our 
guidance for service providers to review the assessment at least every 12 months is the 
appropriate period to meet their legal obligations, as it ensures that the analysis of risk to 
children on the service remains accurate and up to date and captures smaller changes, such 
as those relating to user behaviour, or as a result of small incremental changes to the 
service, which could impact risks to children.  

8.151 Service providers should not treat risk assessments as a one-time event; we expect risk 
assessment records to take account of all relevant on-going risk management activities and 
evidence gathered since the last review. Further, we consider this period of time to be 
proportionate given the impact on service providers, and the lack of clear evidence that 
greater frequency of review would be beneficial.  

8.152 We note that 12 months is a minimum expectation, and that this should be viewed in the 
context of the duty on service providers to keep the children’s risk assessment ‘up to date’, 
which may necessitate updates outside the 12-month risk assessment cycle. We also note 
that where there have been minimal relevant changes to a service over a 12-month period, 
the process of reviewing the risk assessment should be less onerous as long as services are 
keeping oversight of on-going risk management activities. 

8.153 In regard to feedback that risk assessments should be repeated due to new evidence, we 
note that when conducting children’s risk assessments, service providers must robustly 
consider the effectiveness of existing controls at mitigating risks from content harmful to 
children. In addition to this, service providers must carry out a ‘suitable and sufficient’ 
children’s risk assessment before making any significant change to an aspect of the service’s 
design or operation, relating to the impacts of that proposed change. If a service provider 
stops implementing existing measures, this may constitute a significant change. 

8.154 We have made some drafting changes to clarify our policy intent. We have recommended 
that service providers should keep a written policy explaining who is responsible for the 
children’s risk assessment, how frequently they intend to review their children’s risk 
assessment, and that children’s risk assessments should be reviewed at least annually. This 
can be found in Part 1 of the Children’s Risk Assessment Guidance where we explain the 
specific duties service providers need to meet under the Act. 

8.155 Our Children’s Risk Assessment Guidance is complemented by our Governance and 
Accountability measures, which support service providers with establishing well-functioning 
governance and organisational design structures and processes. In particular, they support 
service providers to track new and increases in harms, to review the effectiveness of 

 
154 See Volume 3 of the November 2023 Consultation, paragraphs 9.124-9.130. 
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mitigations in place on an ongoing basis, and to keep risk management activities under 
annual review.155 156 

Significant change  
Summary of responses 

8.156 Several stakeholders asked for further clarity on the concept of significant change.157 

8.157 Regarding the proposed approach about what constitutes a significant change, some 
service providers felt that the threshold for change was too low, burdening services with 
too frequent assessment updates.158 Epic Games noted that our proposals on significant 
change “are part of the day-to-day pace of how gaming services operate and innovate”, and 
Google commented that our proposals covered “an overly broad range of 
circumstances.”159 

8.158 Meta Platforms Inc. (Meta) argued that our proposals were overly prescriptive, making 
them difficult to effect in practice, and meaning they might quickly become outdated.160 It 
encouraged Ofcom to align the definition of significant change more closely with that of 
‘critical impact’ under Article 34 of the DSA (EU), stating that the definition should relate to 
the change’s impact on the risk and not to the ‘change’ itself. It also asked for guidance on 
how ‘material’ a change must be for it to qualify as significant.161 

Our decision 

8.159 We considered feedback and have decided to broadly maintain what we proposed in our 
May 2024 Consultation, with some clarifications. We have emphasised in Part 3 of the 
Children’s Risk Assessment Guidance that carrying out a new risk assessment relating to the 
proposed significant change is a specific requirement of the Act.162 

8.160 We have clarified that when determining whether a proposed change is likely to be 
significant, service providers should think about the impact it could have on child users, risk 
and safety. We also explain that we do not intend to capture very minor or routine system 
changes. We have also added further detail to aid service providers, including adding 

 
155 PCU A1 states that providers of large user-to-user and search services should conduct at least an annual 
review of risk management activities, including how developing risks are being monitored and managed. PCU 
A4 states that providers of large, multi-risk services should have an internal monitoring and assurance function 
providing independent assurance that measures taken to mitigate and manage the risks of harm to children 
are effective on an ongoing basis. Lastly, PCU A5 states that providers of large or multi-risk services should 
track evidence of new and emerging harm, ensuring that risks are effectively mitigated and managed in 
addition to the regular risk assessment cycle. Together, these measures act to keep the children’s risk 
assessment under review on an ongoing basis.  
156 Protection of Children Codes, Section 11: ‘Governance and accountability’, Measures PCU A1 and PCS A1, 
PCU A4 and PCS A4, and PCU A5 and PCS A5. 
157 Epic Games response to May 2024 Consultation, p.10; Google response to May 2024 Consultation, pp.14-
15; Meta response to May 2024 Consultation, pp.12-13; Office of the Children’s Commissioner for England 
response to May 2024 Consultation, p.29.  
158 Epic Games response to May 2024 Consultation, p.10; Google response to May 2024 Consultation, pp.14-
15; Meta response to May 2024 Consultation, p.7; []; Ukie response to May 2024 Consultation, p.22. 
159 Epic Games response to May 2024 Consultation, p.10; Google response to May 2024 Consultation, pp.14-
15. 
160 Meta response to May 2024 Consultation, p.12. 
161 Meta response to May 2024 Consultation, p.12. 
162 Sections 11(4) of the Act for user-to-user service providers and 28(4) of the Act for search service providers. 
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specific metrics for algorithms and algorithmic changes (in line with the updates made to 
evidence inputs).  

8.161 We have also made a change to note that adding or removing functionalities, such as 
sharing content, direct messaging, end-to-end encryption or live streaming, should be 
considered as a significant change for the purposes of the children’s risk assessment. This is 
consistent with the approach taken in the published Illegal Content Risk Assessment 
Guidance from our December 2024 Statement, as the same considerations broadly apply.  

8.162 We have also further emphasised that the duty is to carry out a new children’s risk 
assessment relating to the proposed change. In practice, this could be at product level but 
should also consider the impact of the proposed change on wider systems and processes of 
the service.163 It is up to service providers to implement this duty in a way which makes 
sense for their own approach to children’s risk assessment, provided this meets all of the 
requirements set out in the Act.  

8.163 As we noted in our May 2024 Consultation, we consulted with experts internally and 
externally to help us understand the circumstances under which a change would be 
significant enough to cause a risk assessment to become out of date and no longer reflect a 
‘suitable and sufficient’ assessment of risk on the service.164 Updating the risk assessment 
before the implementation of a significant change will ensure that a service provider’s 
children’s risk assessment remains up to date, helping them to manage risk more 
effectively. 

8.164 The children’s risk assessment duties also sit alongside Governance and Accountability 
measures in the Codes, some of which relate to the tracking and management of risks to 
users. The Governance and Accountability measures aim to implement a risk-based 
approach to business operation and decision-making. They add a further layer of protection 
for children by establishing a baseline of business oversight that providers should have in 
place for a culture of user safety, and as such should be seen as complementing and 
reinforcing the children’s risk assessment duties. 

Age groups 

Introduction 
8.165 User-to-user service providers must give separate consideration to children in different age 

groups in their children’s risk assessment, including assessing:165 

a) The user base, including the number of users who are children in different age groups; 
b) The level of risk of children encountering each kind of content harmful to children, 

giving separate consideration to children in different age groups;  
c) The level of risk of harm to children presented by content that is harmful to children, 

giving separate consideration to children in different age groups; and 

 
163 When we use the word ‘product’ we are using it as an all-encompassing term that includes any 
functionality, feature, tool or policy that services provide to users for them to interact with through that 
service. This includes but is not limited to terms and conditions, content feeds, react buttons or privacy 
settings. 
164 Volume 4, sub-section ‘A significant change to the service’ of the May 2024 Consultation, p.70. 
165 Section 11(6)(a)-(c) and (g) of the Act.  
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d) The nature and severity of the harm that might be suffered by children, giving separate 
consideration to children in different age groups. 

8.166 Search service providers must give separate consideration to children in different age 
groups in their children’s risk assessment, including the level of risk of children in different 
age groups encountering content harmful to children on the search service, and the nature 
and severity of the harm that might be suffered by children in different age groups by such 
content.166 

8.167 The draft Children’s Risk Assessment Guidance embedded specific activities which service 
providers should complete to meet these requirements, based on evidence from the 
Children’s Register and Children’s Risk Profiles.167 168We outlined that service providers are 
likely to have different levels of understanding and evidence on the age of users.  

8.168 Our proposals explained that when considering the age of children on the service, we 
expect all service providers to use the best available information to ensure their assessment 
of risk of harm to children is ‘suitable and sufficient’, and outlined potential evidence 
inputs. The draft Risk Level Table169 also outlined that we would expect that the higher the 
number of children on a service, and the greater the number of children in vulnerable age 
groups, the greater the potential impact from content harmful to children. 

8.169 Stakeholders commented on the treatment of age groups within the Children’s Risk 
Assessment Guidance, and across other regulatory products.170 Having considered this 
feedback, we have retained our guidance on how service providers should give separate 
consideration to different age groups of children in the children’s risk assessment. Our 
guidance supports the range of in-scope services to fulfil this requirement and reflects our 
current evidence base on the developmental stages of children and the capabilities of 
existing age assurance methods.171  

8.170 We have made minor changes to drafting to clarify our expectations for service providers. 
We have clarified and emphasised our position that minimum ages stated in terms of 
service, and data from self-declaration methods, are not considered sufficient forms of 
evidence for the purpose of the children’s risk assessment.  

8.171 Particularly, in regards to minimum age, we have noted that service providers should not 
rely on any minimum age requirement which may be included in their terms of service as 
evidence of the actual age of children on the service. Unless a service provider is using 
highly effective age assurance to enforce their minimum age, it is likely there will be some 
underage users accessing the service and they should take a conservative view of the 
potential number and age of children on the service for the purposes of the children’s risk 

 
166 Section 28(5)(a) and (e) of the Act. 
167 See the draft Children’s Risk Assessment Guidance, p.25. 
168 Volume 4, sub-section ‘Detailed proposals: approach to Children’s Risk Profiles’ of the May 2024 
Consultation, pp.72-76. 
169 Table 4.4 of the draft Children’s Risk Assessment Guidance. 
170 ACT – The App Association response to May 2024 Consultation, p.12; Age Check Certification Scheme 
response to May 2024 Consultation, p.13; APCC response to May 2024 Consultation, pp.6, 10; Bandio response 
to May 2024 Consultation, p.4; C3P response to May 2024 Consultation, p.13-14; CARE response to May 2024 
Consultation, p.7; CELCIS response to May 2024 Consultation, p.4; Office of the Children’s Commissioner for 
England response to May 2024 Consultation, pp.11, 59; Office of the Victims’ Commissioner for England and 
Wales response to May 2024 Consultation, pp.9-10; Snap Inc. response to May 2024 Consultation, p.9; Yoti 
response to May 2024 Consultation, pp.17-22. 
171 See Section 13: ‘Age assurance’. 

https://ofcomuk.sharepoint.com/:b:/s/OHProg/Eb1-J_OGSZNBnHr2tbxq4FIB0MWO6U5eNQxeCV-LReHaAQ?e=iocF5R
https://ofcomuk.sharepoint.com/sites/OHProg/regapp/Forms/AllItems.aspx?id=%2Fsites%2FOHProg%2Fregapp%2FConsultations%2FPhase%202%2F07%2E%20Consultation%20responses%2F2%2E%20Consultation%20responses%2F2%2E%20Publishable%20responses%2FBandio%2FOfcom%5Fresponse%5FBandio%5FJuly2024%2Epdf&parent=%2Fsites%2FOHProg%2Fregapp%2FConsultations%2FPhase%202%2F07%2E%20Consultation%20responses%2F2%2E%20Consultation%20responses%2F2%2E%20Publishable%20responses%2FBandio&p=true&ga=1
https://ofcomuk.sharepoint.com/:w:/s/OHProg/Ef27LFjRo9xOloD2ysKGVZsBhefjdBcjKN_0wFnNWThlHA?e=DodWPQ
https://ofcomuk.sharepoint.com/sites/OHProg/regapp/Consultations/Phase%202/07.%20Consultation%20responses/2.%20Consultation%20responses/CONTENT%20WARNING%20-%20Distressing%20content/CARE_sexual%20content.pdf?CT=1721825566817&OR=ItemsView
https://ofcomuk.sharepoint.com/:b:/s/OHProg/EYjCTno2JxpNklLJxKg6-bkBGgZsB1SZZjGELoqWwQuGrA?e=xtZgKc
https://ofcomuk.sharepoint.com/:b:/s/OHProg/EfNpjEcRuiVGr0DmWik4nMgBK-rSnN4l_93nIHpPRDWbUQ?e=FIgBDQ
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assessment, erring on the side of caution when assessing the scope for children (including 
children below the minimum age requirement) to be impacted by harmful content.  

8.172 We have also made changes in our Protection of Children Codes to guide service providers 
to consider the risks of priority content and non-designated content for children in different 
age groups when implementing certain Codes measures, while ensuring they provide a 
baseline level of protection for children of all ages. 172 In particular, we encourage service 
providers to consider taking more protective approaches for children in certain age groups, 
such as for children under the age of 16, compared to children who are 16 or 17 years old. 

Stakeholder feedback and our response 
Summary of responses 

8.173 A few stakeholders argued for a more robust role for age assurance technologies, to help 
services establish the number of children in different age groups on services, and in 
tailoring mitigations for these groups.173 

8.174 5Rights Foundation suggested that services prevent users accessing age-inappropriate 
features, functionalities or content where a risk has been identified for one or more age 
groups, and no mitigations are identified.174 Snap Inc. argued that age-specific assessments 
are not proportionate, and suggested that service providers could “consider the risk of 
harm for the lowest age group and apply those mitigations to all minors or all users”.175 

8.175 Other stakeholders considered sources of evidence for assessing risk across age groups, 
with X requesting that Ofcom provide regular updated evidence on different types of harm 
to help providers to understand how their services might impact different age groups.176 

Our decision 

8.176 Having considered stakeholder feedback on these points, we have decided to retain our 
guidance on how service providers should consider different age groups of children in the 
children’s risk assessment. We consider that our guidance on assessing risk for children in 
different age groups is sufficient to support the range of services in scope of the children’s 
risk assessment duties to fulfilment of their requirements.  

8.177 The requirement to give separate consideration to children in different age groups applies 
to providers of all in-scope services. Service providers will have different means and 
resources with which to understand the age of users on their service. In the Children’s Risk 
Assessment Guidance, we identify a range of evidence inputs that service providers could 
use, including user data on age, where this is available.177 We recommend that service 
providers use the best evidence available to them and consider that this approach provides 
appropriate flexibility for the range of services in scope of this duty. 

8.178 Considering responses that suggested considering the risk of harm for the lowest age group 
only, we note that the requirement to give separate consideration to children in different 
age groups comes from the Act, and that our evidence as captured in the Children’s 

 
172 See Section 9: ‘Overview of Codes’ for more detail on these decisions. 
173 Bandio response to May 2024 Consultation, p.4; Yoti response to May 2024 Consultation, p.18. 
174 5Rights Foundation response to May 2024 Consultation, p.3. 
175 Snap Inc. response to May 2024 Consultation, p.9. 
176 NICCY response to May 2024 Consultation, pp.25-27; X response to May 2024 Consultation, p.2. 
177 See sub-section: ‘Evidence on child age’ in the Children’s Risk Assessment Guidance. 
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Register and Children’s Risk Profiles demonstrates children in different age groups can face 
distinct risks of harm from content harmful to children.178 

8.179 In response to feedback asking for regular updated evidence on different content harmful 
to children, we note we are required to review and revise our risk assessment, and 
Children’s Register and Children’s Risk Profiles, from time to time.179 If we make a 
significant change to a Children’s Risk Profile – for example, in regards to evidence of harm 
across different age groups contributing to an update in the user base risk factor(s) – then 
service providers must consider this to be a significant change and review or update their 
children’s risk assessments accordingly.  

Non-designated content  

Introduction 
8.180 Non-designated content is defined in the Act as content “of a kind which presents a 

material risk of significant harm to an appreciable number of children in the United 
Kingdom.”180 All service providers completing a children’s risk assessment have a duty to 
assess the risk of harm to children presented by non-designated content on their service.181 

8.181 User-to-user service providers must also notify Ofcom if they identify that non-designated 
content is present on their service in the children’s risk assessment, including:182 

a) The kind(s) of content identified as non-designated content; and 
b) The incidence of such non-designated content on the service. 

8.182 In the draft Children’s Register, we set out Ofcom’s own assessment of the risks to children 
from non-designated content, including a framework for identifying kinds of non-
designated content, and noting two potential categories of content we were minded to 
identify as non-designated content.183  

8.183 In the draft Children’s Risk Assessment Guidance, we gave service providers guidance on 
identifying non-designated content and on the related duties. We guided service providers 
to consider whether the categories of non-designated content that Ofcom identified might 
be a risk on their service, but also to consider if there were risks of other kinds of non-
designated content not identified by Ofcom.184   

8.184 Service providers provided feedback on elements of our proposals regarding our treatment 
of non-designated content. In response to stakeholder feedback, we have updated our 
guidance on non-designated content. In particular, we have explained in more detail how 
service providers should identify and assign risk levels for non-designated content when 
completing the children’s risk assessment to a ‘suitable and sufficient’ standard. 

 
178 See Section 17 of the Children’s Register: ‘Age Groups’. 
179 Section 98(8) of the Act. 
180 Section 60(2)(c) of the Act. 
181 Sections 11(6)(b)(iii) and 28(5)(a)(iii) of the Act. 
182 Sections 11(5)(a) and (b) of the Act. 
183 Section 7.9: ‘Non-designated content’ in Volume 3 (The causes and impacts of online harms to children) of 
the May 2024 Consultation, pp.191-206. 
184 See sub-section ‘Identifying Non-designated content (NDC)’ of the draft Children’s Risk Assessment 
Guidance, p.20. 
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Stakeholder feedback and our response 
Non-designated content 
Summary of responses 

8.185 Stakeholders, mainly service providers, asked for more guidance and clarity on the process 
by which non-designated content can be assessed for the children’s risk assessment.185 The 
Children’s Register also received feedback on how Ofcom had identified particular kinds of 
non-designated content for assessment.186 In regards to the children’s risk assessment, 
some providers commented that the process to identify and risk assess non-designated 
content was broad in scope and likely to place a disproportionate burden on smaller 
services.187 

8.186 A number of stakeholders suggested further guidance on non-designated content:  

• Microsoft and Meta asked for further guidance on assessing the risk of non-designated 
content, suggesting that Ofcom provide clear resources and definitions.188 

• Snap Inc. asked Ofcom to develop guidelines on this “grey area of policy”, caveating 
that it would not want to take “an overly-zealous approach to non-designated content 
when its definition is sufficiently broad.”189 

Our decision 

8.187 We have made changes to clarify our position on non-designated content. In Section 4 of 
this Statement, we lay out our approach to identifying non-designated content for the 
purpose of Ofcom’s risk assessment.190 In our Children’s Register, we cover two categories 
of content, refined from those presented in the May 2024 Consultation,191 that we consider 
meet the definition of non-designated content. These are:192 

• Content that shames or otherwise stigmatises body types or physical features (‘body 
stigma content’); and 

• Content that promotes depression, hopelessness and despair (‘depression content’). 

8.188 In Section 4, we also set out a four-step framework to support service providers in assessing 
whether content meets the definition of non-designated content in the Act.193 

8.189 In the Children’s Risk Assessment Guidance, we have clarified the steps service providers 
should take to assess the risk of harm to children presented by non-designated content on 
their service, in particular: 

• In Step 1, we have provided guidance to service providers in identifying kinds of non-
designated content relevant to their service for the purposes of the children’s risk 

 
185 Microsoft response to May 2024 Consultation, pp.7-8; Meta response to May 2024 Consultation, p.14; Snap 
Inc. response to May 2024 Consultation, p.10; techUK response to May 2024 Consultation, p.12. 
186 See Section 4: ‘Our approach to the Children’s Register of Risks’.   
187 Global Network Initiative response to May 2024 Consultation, p.13; Google response to May 2024 
Consultation, pp.9-11; TikTok response to May 2024 Consultation, p.8. 
188 Microsoft response to May 2024 Consultation, p.7; Meta response to May 2024 Consultation, p.14. 
189 Snap Inc. response to May 2024 Consultation, p.6. 
190 See sub-section ‘Non-designated content’ in Section 4: ‘Our approach to the Children’s Register of Risks’. 
191 In the May 2024 Consultation, we proposed two categories of content that we considered might meet the 
definition of non-designated content: ‘body image content’ and ‘depressive content’. 
192 See Sections 10 and 11 of the Children’s Register. 
193 See sub-section ‘Non-designated content’ in Section 4: ‘Our approach to the Children’s Register of Risks’. 
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assessment, giving reference to the framework (which helps providers to understand if 
content meets the definition for non-designated content) and categories of non-
designated content identified in the Children’s Register. Service providers should 
consider the categories of non-designated content identified by Ofcom as part of their 
children’s risk assessment, and also consider whether there are other kinds of non-
designated content not identified by Ofcom that they should assess.  

• In Step 2, we have explained that service providers should assess the level of risk 
presented to children from encountering any kinds of non-designated content they 
have identified for assessment in Step 1, considering appropriate evidence. To do this, 
they should assess the likelihood and impact of risk of harm to children from 
encountering any kinds of non-designated content they have identified for assessment, 
and assign a risk level of negligible, low, medium or high for each kind.  

• In Step 3 we provide guidance on service providers deciding on measures, implementing 
and recording the outcomes of the children’s risk assessment for any kinds of non-
designated content that the service provider has identified for assessment. Service 
providers should include in their children’s risk assessment record the kinds of non-
designated content they have identified for assessment, and how they have considered 
these kinds. 

• In Step 4, we provide guidance on how user-to-user service providers should fulfil the 
requirement to notify Ofcom where a children’s risk assessment identifies the presence 
of non-designated content. We explain the contexts in which a service provider should 
notify Ofcom, and what information they should provide when doing so.  

8.190 We have included a specific sub-section in the Children’s Risk Assessment Guidance to 
explain our expectations for service providers in fulfilling their requirements on non-
designated content.194 Service providers have discretion in how they choose to fulfil their 
duties, however we consider our updated guidance will support service providers to meet 
the ‘suitable and sufficient’ standard for the children’s risk assessment. 

8.191 We additionally note in response to concerns about proportionality that the duties to 
assess non-designated content, and for user-to-user services to notify Ofcom of the kinds 
and incidence of non-designated content, are requirements of the Act. We observe that 
service providers have discretion in choosing how to fulfil those requirements, and the 
evidence required to do so to a ‘suitable and sufficient’ standard across services will vary. 

Harm definition 

Introduction 
8.192 Section 234 of the Act references cumulative harm arising when:  

a) content is repeatedly encountered by an individual, or  
b) where content of a particular kind is encountered by an individual in combination with 

content of a different kind.195  

8.193 In addition, section 234 of the Act notes harm includes that which arises when a) as a result 
of the content, individuals act in a way that results in harm to themselves or that increases 

 
194 See sub-section ‘Non-designated content’ in the Children’s Risk Assessment Guidance. 
195 Section 234 of the Act. 
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the likelihood of harm to themselves; or b) individuals do or say something to another 
individual that results in harm to that other individual or increases the likelihood of such 
harm (including, but not limited to, where individuals act in such a way as a result of 
content that is related to that other individual’s characteristics or membership of a 
group).196 

8.194 In the draft Children’s Risk Assessment Guidance, we also set out our understanding of 
cumulative harm, arising in certain circumstances.197 We noted that service providers 
should consider the risk of cumulative harm when assigning a risk level of high, medium, 
low or negligible for content harmful to children, particularly in regards to certain 
functionalities from the Children’s Risk Profiles.198 

8.195 Additionally, we proposed that service providers should consider the risk of ‘indirect harm’, 
referring to section 234.199 We also noted in our draft Risk Level Table that service providers 
should consider harm indirectly suffered by children who are not users of the service. 

8.196 Service providers provided feedback on elements of our proposals. In response to 
stakeholder feedback, we have clarified our guidance on cumulative and indirect harm.  

Stakeholder feedback and our response 
Cumulative harm 
Summary of responses 

8.197 Microsoft and Google both made suggestions regarding cumulative harm: 

• Microsoft argued that the scope of the concept is broadened “without further guidance 
or bounds”.200 

• Google made a series of suggestions on cumulative harm, writing “Ofcom should clarify 
that services should take a proportionate approach when assessing what constitutes 
cumulative harm, such that the harm that results from the content being repeatedly 
encountered is proportional to the number of times the content is encountered”. It 
suggested the concepts of remediability: “whether the individual can be returned to 
their original state before the harm” and probability “frequency of the risk occurring […] 
which indicates the likelihood that content is repeatedly encountered by an individual” 
of a given risk for Ofcom to adopt around cumulative harm.201 

Our decision 

8.198 In response to this feedback, we have made minor drafting changes to clarify our 
expectations for how service providers should consider cumulative harm within their 
children’s risk assessment. We have retained our reference to the Act’s definition of 
cumulative harm, but this is now located in Part 1 of the Children’s Risk Assessment 
Guidance. 

8.199 This recognises that cumulative harm should be considered as part of service providers’ 
understanding of risk of harm to children, sitting within the assessment of risk levels for 

 
196 Section 234 of the Act. 
197 See the draft Children’s Risk Assessment Guidance, p.8. 
198 See the draft Children’s Risk Assessment Guidance, pp.22-23. 
199 See the draft Children’s Risk Assessment Guidance, p.9. 
200 Microsoft response to May 2024 Consultation, p.8. 
201 Google response to May 2024 Consultation, pp.19-20. 
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content harmful to children. This is also in recognition of evidence demonstrating the 
cumulative impact on children amounting from repeated exposure to harmful content or 
harmful combinations of content.202 

8.200 We have retained the questions on likelihood and impact in Step 2 that assist service 
providers in considering cumulative harm, making small changes to improve clarity. This is 
intended to support service providers in considering how cumulative harm might impact 
the level of risk of harm to children from content harmful to children. We consider that 
these decisions will clarify our expectations for service providers. 

8.201 We note responses asking for further guidance on cumulative harm. Cumulative harm is 
defined within the Act, and the Children’s Risk Assessment Guidance aligns with this 
statutory definition. We consider that the guidance we have given is sufficient, while 
providing appropriate flexibility for the range of service providers in scope of the children’s 
risk assessment requirements. 

‘Indirect’ harm 
Summary of responses 

8.202 Some responses received asked questions about the concept of ‘indirect’ harm: 

• Microsoft wrote that it is not clear how a service might go about assessing this risk, 
given that it “appears to predominantly require assessment of offline impacts and 
which may be highly individual or subjective.”203 

• Google criticised Ofcom for not providing guidance on how services should consider 
indirect harm, or the circumstances in which they should do so, and asked Ofcom to 
“clarify that harm may be sufficiently measured without taking into account indirect 
harm as a distinct category”.204  

Our decision 

8.203 In response to stakeholder feedback, we have retained our guidance on how service 
providers should consider harm that impacts children who are not users of the service. We 
have retained the questions on likelihood and impact in Step 2 that assist service providers 
in considering these kinds of risks as part of the assignment of risk levels for content 
harmful to children, making minor changes to our drafting to improve clarity. 

8.204 In regard to responses asking for further guidance on the concept of indirect harm, the 
concept of harm that impacts individuals or children who are not users of a service is 
defined within the Act. The Children’s Risk Assessment Guidance is consistent with the Act’s 
description of such ‘indirect’ harm. We consider that the guidance we have given on how 
service providers should consider this kind of risk of harm to children is sufficient, while 
providing appropriate flexibility for the range of service providers in scope of the children’s 
risk assessment requirements, but have made changes to our drafting to clarify our intent. 

 
202 Refer to Section 2: ‘Pornographic content’, Section 3: ‘Suicide and self-harm content’, Section 4: ‘Eating 
disorder content’, Section 5: ‘Abuse and hate content’, Section 6: ‘Bullying content’, and Section 7: ‘Violent 
content’ of the Children’s Register for discussion of evidence for cumulative harm arising from these content 
types. 
203 Microsoft response to May 2024 Consultation, p.8. 
204 Google response to May 2024 Consultation, p.20. 
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Overall conclusion and impacts 
8.205 Having reviewed all consultation responses to our draft Children’s Risk Assessment 

Guidance, we have concluded to broadly retain our approach to the guidance. We made 
changes to clarify our policy intent for the Children’s Risk Assessment Guidance. This 
includes:  

a) Clarification on the expectation that service providers should assess the level of risk as it 
actually exists on the service, and not as ‘inherent risk’ posed by functionalities and 
characteristics. 

b) Improvements to the Risk Level Table to make it more useful for service providers as 
part of their overall children’s risk assessment.  

c) Improved explanations of evidence inputs, particularly relating to algorithmic 
assessment. 

d) Clarification regarding reviewing and updating duties, particularly relating to the duty to 
carry out a new risk assessment relating to a proposed significant change to the design 
and use of the service (rather than necessarily to the service in its entirety). 

e) Clarification of how service providers should assess their user base, and how they 
should assess the risks presented to different age groups of children.  

f) Improvements in the guidance on how service providers should assess the risks 
presented by non-designated content on their service, and how they should consider 
cumulative and indirect harm. 

8.206 Additionally, we have restructured the Children’s Risk Assessment Guidance, in line with 
similar changes made to the Illegal Content Risk Assessment Guidance. The guidance now 
consists of three parts: 

a) Part 1 includes a summary of the children’s risk assessment duties. 
b) Part 2 includes an overview of the four-step risk assessment methodology, and detailed 

information on completing the children’s risk assessment. 
c) Part 3 includes supporting information for completing each step in the four-step 

methodology. 

8.207 We have also, alongside the publication of our Children’s Risk Assessment Guidance, 
updated our Record-Keeping and Review Guidance to include guidance specific to record-
keeping of children’s risk assessments, as we proposed to do in the May 2024 
Consultation.205 The record-keeping and review duties are cross-cutting duties that apply to 
both illegal content and children’s risk assessments.206 When we published the Record-
Keeping and Review Guidance as part of our December 2024 Statement, we did not include 
specific guidance regarding children’s risk assessments, as our Children’s Risk Assessment 
Guidance had not been finalised. We have tried to ensure consistency in our guidance on 
record-keeping for both the illegal content and children’s risk assessment duties. We 
consider that the updated Record-Keeping and Review Guidance will help providers to 
comply with their legal duties and improve safety outcomes for children. 

 
205 More detail about what we proposed can be found in Volume 4, sub-section ‘Detailed proposals: complying 
with the record keeping and review duty’ of the May 2024 Consultation, pp.66-68. 
206 The duties are set out in section 23 of the Act (for user-to-user service providers) and section 34 of the Act 
(for search service providers).  
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Impact assessment 
8.208 Ofcom is required by the Act to provide guidance to assist providers of user-to-user and 

search services in complying with their children’s risk assessment duties.207 Nonetheless, as 
Ofcom has discretion on the preparation of this guidance, we have carried out an impact 
assessment, as defined by section 7 of the Communications Act 2003.   

8.209 Furthermore, Ofcom is required by the Act to prepare and publish Risk Profiles as soon as 
reasonably practicable after having completed Ofcom’s risk assessment.208 Although our 
decision on Children’s Risk Profiles is set out in Section 5,209 we have covered Children’s Risk 
Profiles in this impact assessment. This is because providers are required to take into 
account our Children’s Risk Profiles when carrying out a ’suitable and sufficient’ children 
risk assessment,210 and our Children Risk Assessment Guidance asks providers to consult 
our Children’s Risk Profiles to identify risk factors. Given this close interrelationship, we 
consider it appropriate to assess the impact of the Children Risk Assessment Guidance and 
of the Children’s Risk Profiles together. 

8.210 We have considered the potential impacts of implementing the Children’s Risk Assessment 
Guidance on service providers, including on small and micro-businesses. We consider that 
this will involve costs for providers, and we outlined the potential costs for each part of our 
proposed methodology, which we have broadly retained, in Section 12, Volume 4 of the 
May 2024 Consultation.211 These costs could vary greatly depending on the context of the 
service, including their existing processes for assessing and managing risks to children. In 
particular, we acknowledge that implementing the Children’s Risk Assessment Guidance 
may involve costs for small and micro-businesses, which may not have employees 
specifically dedicated to assessing and managing risks to children. However, the children’s 
risk assessment duties are imposed by the Act and services will need to incur the costs of 
undertaking ‘suitable and sufficient’ children’s risk assessments, to meet their legal 
obligations.  

8.211 Overall, we consider that our methodology is proportionate, including for small and micro-
businesses. The Children’s Risk Assessment Guidance does not represent a set of 
compulsory steps that services must take, but rather is intended to assist providers in 
fulfilling their legal obligations, while giving them appropriate flexibility to pursue cost-
effective approaches. For example, small and micro-businesses that operate services with 
few or no relevant risk factors should typically be able to rely on readily available core 
evidence inputs to support their risk assessments, rather than investing in additional 
evidence-gathering and analysis. To the extent that our children’s risk assessment 
methodology imposes costs, we consider that these are justified by the significant benefits 
associated with high-quality risk assessment processes and that they largely flow from the 
requirements of the Act.  

8.212 Additionally, we have intentionally aligned the Children’s Risk Assessment Guidance with 
other regulatory products, particularly the Illegal Content Risk Assessment Guidance which 
we published in December 2024. In our view, this enables a consistent approach across the 

 
207 Section 99 of the Act. 
208 Section 98(5) of the Act. 
209 See Section 5: ‘Children’s Risk Profiles’. 
210 Section 11(6) and 28(5) of the Act. 
211 Section 12: ‘Children’s Risk Assessment Guidance and Children’s Risk Profiles’, in Volume 4 of the May 2024 
Consultation. 
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two risk assessments, facilitating compliance and minimising the cost burden for service 
providers in scope of both sets of duties.  

8.213 With regard to Children’s Risk Profiles, we do not consider these will impose significant 
additional costs on providers, as they are required by the Act to take account of Risk 
Profiles when carrying out a ‘suitable and sufficient’ children risk assessments. To the 
extent that any costs do arise from the consultation of our Children’s Risk Profiles, we 
consider these costs to flow from the duties set out in the Act. Therefore, we consider that 
our approach is proportionate, including for small and micro-businesses.  

8.214 We have considered the rights impact of our Children's Risk Assessment Guidance and Risk 
Profiles and do not consider that following the Children’s Risk Assessment Guidance and 
consulting our Risk Profiles will interfere with users’ or service providers’ rights to privacy or 
to freedom of expression and association. 

8.215 The objective of the four-step methodology, including the Children’s Risk Profiles at Step 1, 
is to guide service providers in carrying out a ‘suitable and sufficient’ children’s risk 
assessment to meet their legal duties under the Act. Elements such as the Risk Level Table 
and guidance on evidence inputs and reviewing and updating risk assessments, and on age 
groups and non-designated content, have been included to aid service providers in 
assessing the risk of harm to children on their services and keeping their children’s risk 
assessments up to date in order to meet their obligations under the Act.  

8.216 We do not consider that the process set out in the Children’s Risk Assessment Guidance and 
Children’s Risk Profiles by itself could constitute an interference with users’ or providers’ 
rights to freedom of expression or association, or users’ right to privacy. In respect of 
privacy, as explained in the guidance, providers will need to ensure that their risk 
assessment is carried out in accordance with the relevant data protection legislation. 

8.217 Our assessment of the rights impact of the measures in our Protection of Children Codes 
that will be applied as part of Step 3 of the four-step risk assessment methodology can be 
found in the relevant measures sections of this statement.212  

8.218 In summary, we consider that our guidance will assist service providers in fulfilling their 
legal obligations, and that following our guidance will put providers in a stronger position to 
comply with their duties under the Act. The guidance will help service providers to consider 
the inherent risks associated with their service, and the effect of the service’s design and 
operation on levels of risk to children, including the impact of existing controls.  

8.219 Our methodology provides a clear and structured framework by which service providers can 
identify, understand and respond to risks to children on their service. It is flexible so as to 
allow service providers to recognise their services’ specific contexts and characteristics in 
their children’s risk assessment. The Risk Level Table provides criteria for risk levels which 
will help to ensure more accurate outcomes for children’s risk assessments and will guide 
service providers to implement appropriate measures to mitigate their risks to children.  

8.220 In this way, the Children’s Risk Assessment Guidance will set a standard for children’s risk 
assessments where service providers will understand and manage risks to children on their 
services from content harmful to children, including how their service design and use 
impacts the level of risk. Together with the Codes, this will embed a culture of timely and 

 
212 See Volume 4: ‘What should services do to mitigate the risks of online harms to children?’. 
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safety-focused risk management for service providers, driving important improvements to 
child safety online. 
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